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Preface 
 
On the occasion of the 10th anniversary of the Neuro-Fuzzy research group in the 
Computer Science department in Magdeburg, the symposium "Fuzzy Systems in 
Computer Science 2006" was jointly organized by the the North German Softcomputing 
Association (AFN), the European Society for Fuzzy Logic and Technology 
(EUSFLAT), and several fuzzy-oriented research groups within the Otto-von-Guericke 
University of Magdeburg. The aim of this event was to provide an international forum 
for reporting recent advances in the research area of fuzzy systems. Special emphasis 
was put on the applicability of the methods to real world problems. 
 
The scientific program includes a track on Fuzzy Methods in Learning and Data 
Mining, a special session about the applications of Fuzzy Methods in Intelligent Data 
Analysis, and the Annual Meeting of the AFN. The keynote address was given by the 
well-known UC Berkeley Professor Lotfi Zadeh, the inventor of fuzzy logic. The 
program was complemented by an invited lecture of Rudolf Seising about the history of 
fuzzy systems. 
 
We like to thank all authors for their inspiring contributions and all those persons who 
assisted in the organization of this event.  
 
 
 

Eyke Hüllermeier, Rudolf Kruse, Andreas Nürnberger, Jens Strackeljan  
Magdeburg, September 2006 
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A New Frontier in Computation – Computation with 
Information Described in Natural Language

Lotfi A. Zadeh*

Department of EECS, University of California 
Berkeley, CA 94720-1776, USA 

E-Mail: zadeh@eecs.berkeley.edu 
Telephone: 510-642-4959; Fax: 510-642-1712  

Extended Abstract 

What is meant by Computation with Information Described in Natural Language, or 
NL-Computation, for short? Does NL-Computation constitute a new frontier in 
computation? Do existing bivalent-logic-based approaches to natural language 
processing provide a basis for NL-Computation? What are the basic concepts and 
ideas which underlie NL-Computation? These are some of the issues which are 
addressed in the following.  

What is computation with information described in natural language? Here are 
simple examples. I am planning to drive from Berkeley to Santa Barbara, with 
stopover for lunch in Monterey. It is about 10 am. It will probably take me about two 
hours to get to Monterey and about an hour to have lunch. From Monterey, it will 
probably take me about five hours to get to Santa Barbara. What is the probability that 
I will arrive in Santa Barbara before about six pm? Another simple example: A box 
contains about twenty balls of various sizes. Most are large. What is the number of 
small balls? What is the probability that a ball drawn at random is neither small nor 
large? Another example: A function, f, from reals to reals is described as: If X is small 
then Y is small; if X is medium then Y is large; if X is large then Y is small. What is the 
maximum of f? Another example: Usually the temperature is not very low, and 
usually the temperature is not very high. What is the average temperature? Another 
example: Usually most United Airlines flights from San Francisco leave on time. 
What is the probability that my flight will be delayed? 

Computation with information described in natural language is closely related to 
Computing with Words. NL-Computation is of intrinsic importance because much of 
human knowledge is described in natural language. This is particularly true in such 
fields as economics, data mining, systems engineering, risk assessment and 
emergency management. It is safe to predict that as we move further into the age of 
machine intelligence and mechanized decision-making, NL-Computation will grow in 
visibility and importance.  

Computation with information described in natural language cannot be dealt with 
through the use of machinery of natural language processing. The problem is semantic 

                                                          
* Research supported in part by ONR N00014-02-1-0294, BT Grant CT1080028046, Omron 

Grant, Tekes Grant, Chevron Texaco Grant and the BISC Program of UC Berkeley. 
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imprecision of natural languages. More specifically, a natural language is basically a 
system for describing perceptions. Perceptions are intrinsically imprecise, reflecting 
the bounded ability of sensory organs, and ultimately the brain, to resolve detail and 
store information. Semantic imprecision of natural languages is a concomitant of 
imprecision of perceptions.  

Our approach to NL-Computation centers on what is referred to as generalized-
constraint-based computation, or GC-Computation for short. A fundamental thesis 
which underlies NL-Computation is that information may be interpreted as a 
generalized constraint. A generalized constraint is expressed as X isr R, where X is the 
constrained variable, R is a constraining relation and r is an indexical variable which 
defines the way in which R constrains X. The principal constraints are possibilistic, 
veristic, probabilistic, usuality, random set, fuzzy graph and group. Generalized 
constraints may be combined, qualified, propagated, and counter propagated, 
generating what is called the Generalized Constraint Language, GCL. The key 
underlying idea is that information conveyed by a proposition may be represented as a 
generalized constraint, that is, as an element of GCL. 

In our approach, NL-Computation involves three modules: (a) Precisiation module; 
(b) Protoform module; and (c) Computation module. The meaning of an element of a 
natural language, NL, is precisiated through translation into GCL and is expressed as 
a generalized constraint. An object of precisiation, p, is referred to as precisiend, and 
the result of precisiation, p*, is called a precisiand. Usually, a precisiend is a 
proposition, a system of propositions or a concept. A precisiend may have many 
precisiands. Definition is a form of precisiation. A precisiand may be viewed as a 
model of meaning. The degree to which the intension (attribute-based meaning) of p*
approximates to that of p is referred to as cointension. A precisiand, p*, is cointensive 
if its cointension with p is high, that is, if p* is a good model of meaning of p.

The Protoform module serves as an interface between Precisiation and 
Computation modules. Basically, its function is that of abstraction and 
summarization. 

The Computation module serves to deduce an answer to a query, q. The first step is 
precisiation of q, with precisiated query, q*, expressed as a function of n variables u1,
…, un. The second step involves precisiation of query-relevant information, leading to 
a precisiand which is expressed as a generalized constraint on u1, …, un. The third 
step involves an application of the extension principle, which has the effect of 
propagating the generalized constraint on u1, …, un to a generalized constraint on the 
precisiated query, q*. Finally, the constrained q* is interpreted as the answer to the 
query and is retranslated into natural language. 

The generalized-constraint-based computational approach to NL-Computation 
opens the door to a wide-ranging enlargement of the role of natural languages in 
scientific theories. Particularly important application areas are decision-making with 
information described in natural language, economics, systems engineering, risk 
assessment, qualitative systems analysis, search, question-answering and theories of 
evidence. 

– 2 – FSCS 2006



Fuzzy Sets and Systems – 
Their History and Future in Science 

Rudolf Seising 

Medical University of Vienna 
Core Unit for Medical Statistics and Informatics 

Spitalgasse 2, A-1090 Vienna, Austria 

e-mail: Rudolf.seising@meduniwien.ac.at

Abstract. In the history of science, new theories have always been necessary in 
order for existing scientific theories to progress and this will continue to be true 
in the future. Two examples of essentially different mathematical theories that 
deal with the concept of uncertainty are probability theory und the theory of 
fuzzy sets. Whereas probability theory has a history of around 350 years, the 
theory of fuzzy sets is little more than 41 years old. This paper is, first of all, a 
review of innovations during these more than four decades in the work of Pro-
fessor Lotfi Zadeh, whose new scientific thoughts and concepts included con-
tributions from circuit theory, filter theory, and system theory prior to his for-
mulation of the theory of fuzzy sets and systems. Since the 1960s fuzzy 
methods have entered the scientific and technological world, good theoretical 
progress (e.g., fuzzy logic, fuzzy probability theory, fuzzy topology, fuzzy al-
gebra) has been made, and there have been technical advances in various areas 
(e.g., fuzzy control, fuzzy expert systems, fuzzy clustering and data mining). In 
short, fuzzy technology has now become “normal.” In the second part of this 
contribution, the future prospects of fuzzy set theory in science and its philoso-
phy are discussed. Considering the situation in basic and very successful scien-
tific theory – i. e., quantum mechanics – we see 1) that uncertainty is an essen-
tial and integral concept in this fundamental theory of science and 2) that this 
concept is not satisfying when modeled on classical probability theory. Thus in 
the last half of the 20th century new approaches were proposed to introduce 
“quantum logics” and “quantum probabilities,” and with the progress of com-
puter sciences, information theory, and artificial intelligence, new theories of 
uncertainty appeared  one of which is the theory of fuzzy sets. It would be in-
strumental for the understanding of scientific handling in our times to establish 
a kind of order among uncertainty theories. To this end, the “structuralist pro-
gram” in the philosophy of science could be helpful. This has been developed in 
recent decades as a representation scheme for scientific knowledge. It makes it 
possible to embed theories into a network of theories and to show their interre-
lationships in a clear way. In the last section of this contribution some pro-
grammatic ideas are set out to guide the construction of a general network of 
“uncertainty theories” that represents probability theory and fuzzy set theory, 
and perhaps some additional “uncertainty theories,” and to explain the interrela-
tionships of these theories. This approach is presented as a step toward the Gen-
eralized Theory of Uncertainty (GTU) that Lotfi Zadeh has targeted and out-
lined in recent publications. 
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Introduction 

Now that fuzzy sets and systems have a history of more than 40 years, it is time to 
document their origins and development. This has been the author’s project during re-
cent years as a historian of science and technology. Based on his original research 
work (studies of scientific articles, newspapers, letters, etc., and interviews with Lotfi 
Zadeh and many other pioneers), the facts of the history of fuzzy sets and fuzzy sys-
tems have been assembled1.

The genesis of fuzzy sets is not a story from set theory or symbolic logic or the 
philosophy of mathematics, but rather the result of fundamental research work carried 
out by the mathematically oriented electrical engineer and system theorist Lotfi A. 
Zadeh. In the 1960s system theory was a new field of research in the field of electrical 
engineering and Zadeh was a protagonist of this interdisciplinary field and one of the 
authors of the book Linear System Theory – The State Space Approach [5], where he 
introduced the concept of “state” in system theory. In the next sections the reader will 
find a reconstruction of the theory of fuzzy sets and fuzzy systems as an integral part 
of the development of system theory in the 1960s. 

Part I: From Circuit Theory to Filter Theory to System Theory  
    to Fuzzy Set Theory 

The heading of this section alludes to Zadeh’s trend-setting article From Circuit The-
ory to System Theory in the Proceedings of the IRE in May 1962 [6]. There, he de-
scribed the subordination process of the classical theory of circuits as a special sector 
in the much wider scientific discipline of system theory. “Thus, whether a system is 
electrical, mechanical or chemical in nature does not matter to a system theorist. What 
matters are the mathematical relations between the variables in terms of which the be-
havior of the system is described” ([6], p. 856). 

It this article Zadeh used the word “fuzzy” for the very first time to characterize his 
vision of new mathematics: “In fact, there is a fairly wide gap between what might be 
regarded as ‘animate’ system theorists and ‘inanimate’ system theorists at the present 
time, and it is not at all certain that this gap will be narrowed, much less closed, in the 
near future. There are some who feel that this gap reflects the fundamental inade-
quacy of the conventional mathematics – the mathematics of precisely-defined points, 
functions, sets, probability measures, etc.  for coping with the analysis of biological 
systems, and that to deal effectively with such systems, which are generally orders of 
magnitude more complex than man-made systems, we need a radically different kind 
of mathematics, the mathematics of fuzzy or cloudy quantities which are not describ-
able in terms of probability distributions.“ ([6], p. 857).  

                                                          
1  The first part of this contribution is a very short abridgement of my book on the origins of  

fuzzy set theory and its initial applications that appeared in German in 2005 [1] – the English 
version will be published in the first half of 2007 [2]. The second part concerns connections 
of the theory of fuzzy sets and philosophy of science. For this project in progress see [3, 4] 
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Fig. 1. Left to right: Claude E. Shannon, Norbert Wiener, John R. Ragazzini,  
and Lotfi A. Zadeh (all photographs were taken in the 1950s or 1960s). 

When Zadeh published these ideas, he did not know what the mathematics of fuzzy 
quantities would look like. He was then a professor of Electrical Engineering at the 
University of California at Berkeley and could look back on a very successful career 
in electrical engineering and system theory – the creation of the theory of fuzzy sets 
lay in his immediate future. In the next subsections we will delineate the scientific 
path Zadeh took that brought him to this point. 

From Signals to Filters 

Lotfi Zadeh was born in 1921 as the son of an Azerbaijani father and a Russian 
mother in Baku, Soviet Azerbaijan. He spent his youth and school years in Teheran, 
Iran, where he attended an American Presbyterian school, learning English in the 
process. Later, he studied at the University of Tehran, from which he received the 
B.S. degree in Electrical Engineering in 1942. He came to the USA. in 1944 and after 
a while continued his studies at the Massachusetts Institute of Technology (MIT), 
where he took courses in circuit theory and network theory. He was involved with the 
theory and practice of relays, antennas, and electrical filters and he already mentioned 
that real systems and idealized systems are different. In 1946 he received the S.M. de-
gree in Electrical Engineering from MIT. 

Zadeh then moved to New York, where he joined the faculty of Columbia Univer-
sity as an instructor. In 1949 he wrote his Ph. D. thesis on Frequency Analysis of 
Variable Networks, under the supervision of Professor John Ralph Ragazzini, and in 
1950 he was appointed to be an assistant professor. At that time Zadeh was intrigued 
by Norbert Wiener’s cybernetics and Claude E. Shannon’s information theory, and he 
was interested in the theory of ideal and optimal filtering. Along with Ragazzini, he 
published An Extension of Wiener’s Theory of Prediction [7] in 1950, an article that 
was a milestone in the development of network synthesis. The mathematical tech-
niques of this theory of prediction and filtering have been commonly employed in 
mathematical physics, particularly in quantum mechanics, e.g., multidimensional 
Euclidean spaces and Hilbert space representation. In his many papers on prediction 
and filtering, linear and nonlinear systems, time-varying networks, etc. at the begin-
ning of the 1950s, Zadeh used the mathematical calculus of functionals and operators. 
In February 1952, he presented Some Basic Problems in Communication of Informa-
tion [8] at the meeting of the Section of Mathematics and Engineering of the New 
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York Academy of Sciences, showing that it is useful to apply function space tech-
niques in communication theory. The following discussion outlines these problems. 
The first one deals with the recovery process of transmitted signals: 

“Let X={x(t)} be a set of signals. An arbitrarily selected member of this set, say 
x(t), is transmitted through a noisy channel  and is received as y(t). As a result of the 
noise and distortion introduced by , the received signal y(t) is, in general, quite dif-
ferent from x(t). Nevertheless, under certain conditions it is possible to recover x(t) – 
or rather a time-delayed replica of it – from the received signal y(t).” In this paper, 
Zadeh did not examine the case where {x(t)} is an ensemble; restricting his view to 
the problem of recovering x(t) from y(t) “irrespective of the statistical character of 
{x(t)}” ([8], p. 201). Corresponding to the relation y = x between x(t) and y(t), he 
represented the recovery process of y(t) from x(t) by x = -1y, where -1y is the in-
verse of  , if it exists, over {y(t)}.

Zadeh represented signals as ordered pairs of points in a signal space , which is 
embedded in a function space with a delta-function basis, and to measure the disparity 
between x(t) and y(t) he attached a distance function d(x, y) with the usual properties 
of a metric. Then he considered the special case in which it is possible to achieve a 
perfect recovery of the transmitted signal x(t) from the received signal y(t). He sup-
posed that “X = {x(t)} consist of a finite number of discrete signals x1(t), x2(t), …,  
xn(t), which play the roles of symbols or sequences of symbols. The replicas of all 
these signals are assumed to be available at the receiving end of the system. Suppose 
that a transmitted signal xk is received as y. To recover the transmitted signal from y,
the receiver evaluates the ‘distance’ between y and all possible transmitted signals x1,
x2, …, xn, by the use of a suitable distance function d(x, y), and then selects that signal 
which is ‘nearest’ to y in terms of this distance function (fig. 2). In other words, the 
transmitted signal is taken to be the one that results in the smallest value of d(x, y).
This in brief, is the basis of the reception process.” ([8], p. 201) In this process the re-
ceived signal xk is always “nearer” – in terms of the distance functional d(x, y) – to the 
transmitted signal y(t) than to any other possible signal xi, i.e., 

d(xk, y) < d(xi, y),          i  k,        for all k and i. (1)

Fig. 2. Recovery of the input signal by means of a comparison of the distances between the re-
ceived signal y and all possible transmitted signals (left). Geometrical representation of filtering 
(nonlinear: middle, linear: right). ([8], p. 202 f) 

Zadeh conceded that “in many practical situations it is inconvenient, or even im-
possible, to define a quantitative measure, such as a distance function, of the disparity 
between two signals. In such cases we may use instead the concept of neighborhood, 
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which is basic to the theory of topological spaces” ([8], p. 202).  About 15 years 
later he proposed another “concept of neighborhood,” which is now basic to the the-
ory of fuzzy systems! 

Another “basic problem in communication of information” that Zadeh presented to 
the New York Academy of Sciences was the multiplex transmission of two or more 
signals. In the interests of simplicity he assumed that the system has two channels and 
the sets of signals assigned to their respective channels are X = {x(t)} and Y = {y(t)}.
“At the receiving end, one is given the sum signal u(t) = x(t) + y(t), and is required to 
extract x(t) and y(t) from u(t). The problem is essentially to find two filters N1 and N2
such, that, for any x in X and any y in Y,

N1 (x + y)  = x   and   N2 (x + y)  =  y (2)

irrespective of the probabilities of x and y. A filter such as N1, which can extract any 
signal belonging to a set X from the sum of x and a signal y belonging to a set Y, is 
called an ideal filter” ([8], p. 203). 

Zadeh represented signals x(t) and y(t) as vectors x and y in an n-dimensional sig-
nal space . Then, to the sets of signals, X and Y, there correspond two manifolds Mx
and My in , which are characterized by k and l relations respectively: 

fi(x1, x2, ..., xn) = 0,      gj (y1, y2, ..., yn) = 0, i =  1, 2, …, k;  j = 1, 2, …l, (3)

where x1, x2, …, xn and y1, y2, …, yn are the coordinates of x and y respectively, and fi
and gj are specified functions of them. The relations between the coordinates of the 
vectors x, y and u,

x    + y : = u  ,  = 1, …, n. (4)

yield the sum u(t) = x(t) + y(t). Therefore, we have k + l+ n equations in 2n unknowns 
x1, x2,   , xn, y1, y2,   , yn..

At that time Zadeh was familiar with the “electronic brains” that were developed in 
the late 1940s. He wrote: “If k + l = n, these equations can, in general, be solved for 
the x  and y  by the use of machine computation or other means. Needless to say, the 
functions fi and gj should be such as to result in unique real values for the x  and y .”
([8], p. 204). He asserted that the solution of the system of equations in (4) yields the 
expressions for the coordinates of the signal vector x(t) in terms of the coordinates of 
the signal vector u(t) in the following form (when the above conditions are fulfilled): 

x   = H  (u1, u2,   , un) = 1, 2, … n (5)

Symbolically, he wrote x  = H (u), where H (or equivalently, the components H )
provides the desired characterization of the ideal filter. 

At the end of his talk, Zadeh mentioned the case of linearity of the equations for fi
and gj. “In this case the manifolds Mx and My are linear, and the operation performed 
by the ideal filter is essentially that of projecting the signal space on Mx along My”
([8], p. 204). He illustrated both the nonlinear and the linear modes of ideal filtering 
in figure 2 (middle and left) in terms of two-dimensional signal space. This analogy 
between projection in a function space and filtration with an ideal filter led Zadeh in 
the early 1950s to a functional symbolism of filters [9]. Thus, N = N1+N2 represents a 
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filter consisting of two filters connected by addition, whereas N = N1N2 represents 
their tandem combination and N = N1|N2 the separation process (fig. 3). 

Fig. 3. Functional symbolism of ideal filters, ([9], p. 225). 

Later, e.g., in [10], Zadeh introduced the concept of optimal filters contrary to ideal 
filters. Ideal filters are defined as filters which achieve a perfect separation of signal 
and noise, but in reality there are no such ideal filters. He knew from experience that 
characteristics of electrical filters do not show an exact step at the limiting frequency, 
but instead show smooth functions (fig. 4). Their shapes are similar to the member-
ship functions of fuzzy sets that are well known today, but in the 1950s the time was 
not ripe for this new mathematical theory. Zadeh regarded optimal filters to be those 
that give the “best approximation” of a signal and he noted that the “best approxima-
tions” depend on reasonable criteria. At that time he formulated these criteria in statis-
tical terms. 

Fig. 4. Characteristics of high-pass, low-pass, band-pass filters. 

From Filters to Systems 

From Circuit Theory to System Theory [6] includes some paragraphs from Zadeh’s 
eight years older article System Theory, published in the Columbia Engineering Quar-
terly [11], where he characterized a system as a “black box” (fig. 5) with inputs u1, …, 
um and outputs 1, …, n, (m, n N), and in the case that these inputs and outputs are 
describable as time dependent functions, then the dynamic behavior of the system can 
be studied mathematically, and the input-output-relationship of the system is 

( 1, …, n) = f (u1, …, um). (6)

In the early 1950s, system theory was a scientific discipline of rising importance 
for “the study of systems per se, regardless of their physical structure.” Engineers at 
that time were, in general, not really trained to think in abstract terms, but nonetheless 
Zadeh believed that it was only a matter of time before system theory would gain ac-
ceptance. It turned out that he was right: Eight years later, when he wrote From Cir-
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cuit Theory to System Theory, he could describe problems and applications of system 
theory and its relations to network theory, control theory, and information theory. Fur-
thermore, he pointed out: “… that the same abstract ‘systems’ notions are operating in 
various guises in many unrelated fields of science is a relatively recent development. 
It has been brought about, largely within the past two decades, by  the great progress 
in our understanding of the behavior of both inanimate and animate systems – pro-
gress which resulted on the one hand from a vast expansion in the scientific and tech-
nological activities directed toward the development of highly complex systems for 
such purposes as automatic control, pattern recognition, data-processing, com-
munication, and machine computation, and, on the other hand, by attempts at quanti-
tative analyses of the extremely complex animate and man-machine systems which 
are encountered in biology, neurophysiology, econometrics, operations research and 
other fields” ([6], p. 856f.).  

In his 1954 article System Theory Zadeh represented a system as a block diagram,
i.e., a graphical description of the interrelationships between the variables associated 
with a system (fig. 6). Thus the block diagram presents in a graphical form the same 
information about a system as is conveyed by writing the input-output relationship 
(5). In Zadeh’s later system theory papers a more sophisticated treatment of these in-
terrelationships is apparent, but in this contribution it is not possible to cover Zadeh’s 
detailed “input-output analysis,” which was a very ambitious work in advanced 
mathematics; for details the reader is referred to chapter 4 in [1, 2]. In the next section 
Zadeh’s path toward establishing an alternative is traced. 

Fig. 5. Left: System with inputs and outputs. Frontispiece of the article [11];  
Right: Combination of systems with inputs and outputs ([11], p. 32). 

From Systems to Fuzzy Systems 

In April 1963, Zadeh participated in the Second Systems Symposium at Case Institute 
of Technology in Cleveland, Ohio, where the organizers brought together, on the one 
hand, systems scientists concerned with general systems theory and cybernetics and, 
on the other, technical system scientists. The proceedings were published by Mihaljo 
D. Mesarovi , under the title Views on General Systems Theory [12]. In fact, this 
book contains some very different views and approaches, and Mesarovi  emphasized 
in the preface: “Finally, it was expressed that a broad-enough collection of powerful 
methods for the synthesis (design) of systems of diverse kinds should be considered 
as constituting the sought-for theory and any further integration was unnecessary.” 
([12], p. xiv). Kenneth E. Boulding, the well-known economist, philosopher, and 
founding member of the Society for General Systems Research was inspired to write 
little poems aimed at some of the talks. These poems are printed in the proceedings as 
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introductions to the contributions of the authors. The heading of Zadeh’s texts was 
The Concept of State in System Theory [13] and for this presentation Boulding com-
posed the following poem ([12], p. 39), which shows that Zadeh’s introduction of a 
system’s state was very clearly impressive: 

A system is a big black box 
Of which we can’t unlock the locks, 
And all we can find out about 
Is what goes in and what goes out. 
Perceiving input-output pairs, 
Related by parameters, 
Permits us, sometimes, to relate 
An input, output, and a state. 
If this relation’s good and stable 
Then to predict we may be able, 
But if this fails us – heaven forbid! 
We‘ll be compelled to force the lid! K. B. 

Zadeh’s starting points to establish a general notion of state in system theory were the 
fields of dynamical systems and of automata. As an example, he had already presented 
the Turing machine in [6]: “Roughly speaking, a Turing machine is a discrete time (t
= 0, 1, 2, …) system with a finite number of states or internal configurations, which is 
subjected to an input having the form of a sequence of symbols (drawn from a finite 
alphabet) printed on a tape which can move in both directions along its length. The 
output of the machine at time t is an instruction to print a particular symbol in the 
square scanned by the machine at time t and to move in one or the other direction by 
one square. A key feature of the machine is that the output at time t+1 and the state at 
time t+1 are determined by the state and the input at time t.” ([6], p. 858).  

If st, ut, and yt denote the state, input, and output of the Turing machine at time t,
respectively, and if f and g are functions on pairs of st and ut, then the machine-
operation is characterized by the following set of state equations: 

st+1 = f(st, ut),  yt = g(st, ut),  t =0,1,2,…, (7)

If the system is a differential system instead of a discrete-state system, the state, input,
and output of the system are represented by vectors s(t), y(t), and u(t), respectively. 
With )()( tsdtdts  state equations in (1) assume the forms 

))(),(())( tutsfts , ))(),(()( tutsgty . (8) 

In the 1940s and 1950s some mathematicians and control theorists in the Soviet 
Union used these state equations earlier than western scientists, and Lotfi Zadeh took 
notice of the scientific progress in the Soviet Union after he emigrated to the United 
States. He referred to the fact that “in the United States, the introduction of the notion 
of state and related techniques into the theory of optimization of linear as well as 
nonlinear systems is due primarily to Richard Ernest Bellman, whose invention of dy-
namic programming has contributed by far the most powerful tool since the inception 
of the variational calculus to the solution of a whole gamut of maximization and 
minimization problems.” ([6], p. 858.) 

– 10 – FSCS 2006



Richard Bellman and Lotfi Zadeh had been friends since the late 1950s and in the 
summer of 1964 they intended to collaborate for some weeks at RAND in Santa 
Monica. In the preceeding years, Zadeh had tried to find precise mathematical defini-
tions of some systems’ properties, for instance, optimality, adaptivity, and linearity. 
He came up with new and more precise definitions, but this research project proved to 
be very difficult. Gradually Zadeh began to realize that he had lost! In sum, he saw 
that conventional mathematics had gone too far away from real world problems. 
Moreover, he perceived that it would not be possible to compute all the system equa-
tions of any real system. Even the new digital computers of the 1940s and 1950s 
could not help obtain exact knowledge of what happens in real world systems. To 
compute, to describe, or to control processes in complex systems – in particular in 
large-scale systems – there are too many state equations and, as a result, too many 
systems of differential equations. Computers cannot solve that many differential equa-
tions in a limited time. 

In the summer of 1964 Zadeh planned to go to Santa Monico to visit his friend 
Richard Bellman, after he had given a talk on pattern recognition at a conference at 
the Wright-Patterson Air Force Base in Dayton, Ohio. During this time Zadeh started 
thinking about the possibility of using grades of membership in the pattern separation 
problem. The separation of patterns or sets of points in an n-dimensional Euclidean 
space was a basic problem for pattern recognition and Zadeh thought that grades of 
membership might be a good tool. 

A few weeks later, in Santa Monica, Zadeh described a preliminary version of 
these thoughts to Bellman. It was not too difficult to develop these ideas and to extend 
them to build a mathematical theory. After some discussion, Zadeh wrote the manu-
script “Fuzzy Sets” and submitted it to the editors of the journal Information and Con-
trol in November 1964 [14].  

Fig. 6. Left to right: Richard E. Bellman, Robert E. Kalaba, and Lotfi A. Zadeh  
(all photographs were taken in the 1960s). 

A preprint version of this text appeared as a report of the Electronics Research 
Laboratory (ERL) of the University of California at Berkeley in November 1964 [15]. 
In addition, Zadeh sent an elaboration of their discussions in Santa Monica to Bell-
man, who was then the editor of the Journal of Mathematical Analysis and Applica-
tionson.. Bellman decided to publish this paper in the journal, but it did not appear un-
til 1966 under the title “Abstraction and Pattern Classification” by the authors Richard 
Bellman, Robert Kalaba and Lotfi Zadeh [16]. The text of this article is identical to 
that of the memorandum RM-4307-PR of the RAND Corporation, which had already 
appeared in October 1964 [17]. This memo was also a “preliminary paper in which 
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the authors discuss a general framework for the treatment of pattern recognition prob-
lems.” It was written by Lotfi Zadeh, who here introduced the concept of a fuzzy set 
as “a notion which extends the concept of membership in a set to situations in which 
there are many, possibly a continuum of, grades of membership.” ([17], p. 1) 

In the spring of 1965 the Symposium on Systems Theory took place at the Poly-
technic Institute in Brooklyn (April 20-22, 1965) and Zadeh gave a talk to an audi-
ence primarily composed of non-technical systems scientists. The title of his talk was 
“A New View on System Theory,” but he only treated one subject, namely, fuzzy sets 
and systems.2 His “new view” dealt with the concepts of fuzzy sets “which provide a 
way of treating fuzziness in a quantitative manner” ([18], p. 29). In this talk he de-
fined “fuzzy systems” to a large audience for the first time: 

DEFINITION: A system S is a fuzzy system if (input) u(t), output y(t), or state x(t) of S
or any combination of them ranges over fuzzy sets. ([18], p. 33) 

Zadeh explained that “these concepts relate to situations in which the source of im-
precision is not a random variable or a stochastic process but rather a class or classes 
which do not possess sharply defined boundaries.” ([18], p. 29) His examples were 
“the ‘class’ of real numbers which are much larger than, say, 10” and “the ‘class’ of 
bald men”. He also considered the case of pattern classification: “For example, sup-
pose that we are concerned with devising a test for differentiating between handwrit-
ten letters O and D. One approach to this problem would be to give a set of handwrit-
ten letters and indicate their grades of membership in the fuzzy sets O and D. On 
performing abstraction on these samples, one obtains the estimates 

O
~  and 

D
~  of 

O

and
D
 respectively. Then given a letter x which is not one of the given samples, one 

can calculate its grades of membership in O and D, and, if O and D have no overlap, 
classify x in O or D.” ([18], p. 29) Here and in his later article, “Fuzzy Sets” Zadeh 
noted that “Such classes are not classes or sets in the usual sense of these terms, since 
they do not dichotomize all objects into those that belong to the class and those that 
do not.”3

“Fuzzy Sets” 

In April 1965, when Zadeh gave his talk in Brooklyn [18], his article “Fuzzy Sets” 
was already in press, and he anticipated his substance, i.e., a new “way of dealing 
with classes in which there may be intermediate grades of membership.” He intro-
duced “the concept of a fuzzy set,” that is, a class in which there may be a continuous 
infinity of grades of membership, with the grade of membership of an object x in a 
fuzzy set A represented by a number A(x) in the interval [0,1].” Zadeh maintained 
that these new concepts provided a “convenient way of defining abstraction  a 
process which plays a basic role in human thinking and communication.”  

                                                          
2 In the Proceedings of this symposium there is a shortened manuscript version of the talk with the heading 

Fuzzy Sets and Systems: [18]
3 Zadeh used quotation marks to indicate the difference between usual classes or sets and his new (fuzzy) 

sets.( [18], p. 29).
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To generalize various concepts of ordinary set theory, Zadeh defined equality, con-
tainment, complementation, intersection, and union relating to fuzzy sets A, B in any 
universe of discourse X as follows (for all x X):

- A = B if and only if A(x) = B(x),  
- A B if and only if A(x) B(x),
- A is the complement of A if and only if A(x) = 1- A(x), 
- A B if and only if A B(x)  =  max ( A(x), B(x)),
- A B if and only if A B(x)  =  min ( A(x), B(x)).

For his interpretation of fuzzy unions and intersections, he had a separate para-
graph presenting a very important analogy with sieves. Zadeh wrote: “Specifically, let 
fi(x), i = 1,…, n, denote the value of the membership function of Ai at x. Associate 
with fi(x) a sieve Si(x) whose meshes are of size fi(x). Then, fi(x)  fj(x) and fi(x)  fj(x)
correspond, respectively, to parallel and series combinations of Si(x) and Sj(x) as 
shown in figure 7.4.

         
Fig. 7. Figures in Zadeh’s paper [17] and their original captions: Left: Parallel and serial 

connection of sieves simultating and . Right: A network of sieves simultating {[f1(x)  f2(x)]
 f3(x)}  f4(x).  

If one takes into account that the term “sieve” connotes the meaning of a filter, 
then the analogy with fuzzy sets and electrical filters as discussed in the first section 
can be seen. From this paper’s perspective on the history of the theory of fuzzy sets 
and systems, it can be concluded that the genesis of the concepts of fuzzy sets and 
fuzzy systems was an integral part of system theory in the USA in the 1960s. 

In 1973 in “Outline of a New Approach to the Analysis of Complex Systems and 
Decision Processes,” Zadeh introduced “linguistic variables” that are variables whose 
values may be sentences in a specific natural or artificial language. [19] To illustrate: 
the values of the linguistic variable “age” might be expressible as young, very young,
not very young, somewhat old, more or less young. These values are formed with the 
label old, the negation not, and the hedges very, somewhat, and more or less. In this 
sense the variable “age” is a linguistic variable (fig. 8). 

Linguistic variables became a proper tool for reasoning without exact values. Since 
in many cases, it is either impossible or too time-consuming (and therefore too expen-
sive) to measure or compute exact values, the concept of linguistic variables has been 
successful in many fuzzy application systems, e.g., in control and decision making. 

                                                          
4  These illustration shows very clear the connection of fuzzy union (maximum) and intersec-

tion (min) with Zadeh’s training in the theory of electrical filters (sieves). 
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Fig. 8. Example of the linguistic variable “Age” [19]. 

Part II: The Philosophy of Science and Fuzzy Set Theory 

The aim of this section is to propose some ideas regarding what directions further re-
search on the theory of fuzzy sets should take. Fuzzy sets are a new concept in 
mathematics and also a new concept in science – a concept that forgoes precision. 
This can be regarded as an advantage – especially in connection with nonclassical sci-
entific theories. In this part attention will focus on considerations pertaining to quan-
tum mechanics and fuzzy sets and on a generalized approach to theories of uncer-
tainty comprising probability theory and fuzzy set theory. 

Classical Science 

In classical science we examine real systems, we observe variables (observables) as-
signed to these systems, and we measure their values. Consequently, we have to keep 
in mind that scientific research is a mixture of theory and practice: The assignment of 
variables to objects or systems is a theoretical act, but the measurement of their values 
in experiments is empirical. In order to investigate the interrelationships of scientific 
systems, we combine their observables into equations that describe or refer to natural 
laws. To verify these laws, we have to measure these time-dependent variables in na-
ture or in laboratories. For example, we consider two physical systems (fig. 9): First 
we have a mechanical system: variable v2 represents the effective force at particle M,
whereas variable v1 represents the velocity of M. The second system is an electrical 
network: here, variable v1 represents the input-voltage and variable v2 the electric cur-
rent through the network. 

Fig. 9. Mechanical system and electrical network ([5], p. 14). 
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Both of these systems may be governed by identical mathematical equations, e.g., a 
mathematical construct with two terminal variables v1 and v2, yields the equation 

12
1

2

2
2

2

v
dt

vd
dt

vd (3)

This example from Lotfi A. Zadeh’s part of the textbook Linear System Theory [5] 
shows that scientific disciplines are concerned with physical and theoretical systems 
as mathematical constructs and the system-theoretic approach in engineering allows 
us “to study systems per se, regardless of their physical structure” ([11], p. 16). 

To investigate classical physical systems, we have to observe characteristic vari-
ables, at best a set of observables that characterize the system completely. This com-
plete set of observables represents the state of the system. For example, in Newtonian 
mechanics the state of a system (a particle with mass m) is given by the pair of values 
of the system’s position vector x and its momentum vector p. These two values impli-
cate all other properties of the system that are relevant in the Newtonian theory. 

To generalize, we can formulate that the state of a physical system is the collection 
of all the system’s properties. In order to represent these properties in terms of the 
physical theory, we must determine the formally possible observables in this me-
chanical theory, and in order to know the system’s properties at a given point in time 
t, we must measure the values of these observables. Thus, the representation of the 
“state of a classical system” is related to the measurement or the perception process of 
the observer. Due to the possible errors of measurement and the systematic errors oc-
curring in every experiment, we can attribute their probability of this being the real 
value to all measured values of observables. Thus, the state of a system in Newtonian 
mechanics is given by the pair of the values of position x and momentum p and their 
probability distributions. 

Quantum Mechanics 

Due to the scientific revolution brought about by the discovery of quantum mechanics 
in the first third of the 20th century, a basic change took place in the relationship be-
tween the exact scientific theory of physics and the phenomena observed in basic ex-
periments. Systems of quantum mechanics do not behave like systems of classical 
theories in physics – they are not particles and they are not waves, they are different. 
This change led to a new mathematical conceptual fundament in physics. Werner 
Heisenberg, Niels Bohr, and others introduced new theoretical terms in the new quan-
tum mechanics theory that differ significantly from those of classical physics. Their 
properties are completely new and are not comparable to those of observables in clas-
sical theories. The theory of quantum mechanics is completely abstract: it is a theory 
of mathematical state functions that have no exact counterpart in reality. 

Why do we need this new concept of a state function in this non-classical theory? 
In experimental physics we can observe only classical variables, e.g., position and 
momentum. Therefore, physicists subject subatomic objects of reality to classical ex-
periments. It is much more difficult to determine the state of a quantum mechanical 
system than it is to determine that of classical systems, as we cannot measure sharp 
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values for both variables simultaneously. This is the meaning of Heisenberg’s uncer-
tainty principle.  

But upon what is Heisenberg’s uncertainty principle based? We can experiment 
with quantum mechanical objects in order to measure a position value, and we can 
also experiment with these objects in order to measure their momentum value. How-
ever, we cannot conduct both experiments simultaneously and thus are not able to get 
both values for the same point in time respectively. But we can predict these values as 
outcomes of experiments at this point in time. Since predictions are targeted on future 
events, we cannot valuate them with the logical values “true” or “false”, but use prob-
abilities.  

To determine the state of a quantum mechanical system, we have to modify the 
classical concept. Analogous to the state of classical systems, the state of a quantum 
mechanical system consists of all the probability distributions of all the object’s prop-
erties that are formally possible in this physical theory. In classical mechanics the 
probability distributions for the observables position and momentum and all the other 
formally possible properties are marginal probability distributions of the unique prob-
ability distribution of the system’s state, but in quantum mechanics we have no prob-
ability distribution that would be the joint probability distribution of all observables: 
in accordance with the uncertainty principle, not all of them are compatible. 

Approaches to Deal with Uncertainty in Quantum Mechanics 

In 1926 Max Born proposed an interpretation of this non-classical peculiarity of quan-
tum mechanics – the quantum mechanical wave function is a “probability-amplitude” 
[20, 21]: The absolute square of its value equals the probability of it having a certain 
position or a certain momentum if we measure the position or momentum respec-
tively. In 1932, John von Neumann published the Mathematical Foundations of 
Quantum Mechanics [22], in which he defined the quantum mechanical wave func-
tion as a one-dimensional subspace of an abstract Hilbert space, which is defined as 
the state function of a quantum mechanical system or object. Its absolute square 
equals the probability density function of its having a certain position or a certain 
momentum in the position or momentum representation of the wave function respec-
tively. Unfortunately there is no joint probability distribution for events in which both 
variables have a certain value simultaneously, as there is no classical probability 
space that comprises these events. Such pairs would describe classical states. Thus, 
the quantum mechanical object’s state function embodies the probabilities of all prop-
erties of the object, but it delivers no joint probability distribution for all these prop-
erties. Thus: We need a radically different kind of uncertainty theory that is not de-
scribable in terms of probability distributions. 

In 1936 Garett Birkhoff and John von Neumann proposed the introduction of a 
new “quantum logic,” as the lattice of quantum mechanical propositions is not dis-
tributive, and therefore not Boolean [23]. In 1963 George Whitelaw Mackey at-
tempted to provide a set of axioms for the propositional system of predictions of ex-
periments’ outcomes. He was able to show that this system is an orthocomplemented 
partially ordered set. [24] In this logico-algebraic approach, the “probabilities” of 
evaluating the predictions of the properties of a quantum mechanical object do not 
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satisfy Kolmogoroff’s well-known axioms. The double-slit experiment shows that 
they are not additive and together with their non-distributivity, it is indicated that the 
probabilistic structure of quantum mechanics is more complicated than that of the 
classical probability space as it was defined by Kolmogoroff. Already in the 1960s, 
the philosopher Patrick Suppes discussed the “probabilistic argument for a non-
classical logic of quantum mechanics” [25, 26]. He introduced the concept of a “quan-
tum mechanical -field” as an “orthomodular partial ordered set” covering the classi-
cal -fields as substructures. Later, in the 1980s, a “quantum probability theory” was 
proposed and developed by Gudder and Pitowski [27, 28]. The quantum mechanical 
lattice of predictions is Suppes’ “quantum mechanical -field,” which can be re-
stricted to a Boolean lattice corresponding to a given observable. The quantum prob-
abilities became classical probabilities again, only applying to predictions of compati-
ble observables. During this period the question of whether it was beneficial to use 
fuzzy sets instead of probabilities or “quantum probabilities” to interpret quantum 
mechanics had already arisen. However, this was not successful at that time. This dis-
appointment may have been due to the fact that fuzzy set theory was not as widely ac-
cepted as a mathematical tool then as it has become in recent decades and because 
theoretical physicists showed no interest in using the new theory of fuzzy sets. More-
over, there has also been a lack of interest in fuzzy set theory in the history and phi-
losophy of science until the present day. Now, more than 40 years after its creation, 
the theory of fuzzy sets is broadly approved and attracts attention in the history of sci-
ence [1]. In physics, the results of new experiments, such tests by Alain Aspect and 
his co-workers test of Bells inequality in 1982 [29, 30] and experiments by Anton 
Zeilinger and his group on quantum teleportation since 1997 [31], have sparked a new 
debate on the interpretation of quantum mechanics.  

Quantum Mechanics and Fuzzy Sets 

In a manner similar to Zadeh’s extension of systems to fuzzy systems, the definition 
of a linguistic variable operating on a fuzzy set, and assignment of membership de-
grees and elements of the term set of the linguistic variable, we propose to define the 
“fuzzy state” of a physical system as a vector of linguistic instead of numerical vari-
ables.

By now linguistic variables have become very successful for reasoning with fuzzy 
values in cases where it is not possible to measure or compute exact existing values. 
In quantum mechanics, however, the situation is different: exact values of the classi-
cal observables do not exist, but outcomes of a physicist’s experiments have to be 
values of observables, i.e., an observing physicist assigns a sharp value or a probabil-
ity distribution of an observable (e.g., its position) to a quantum theoretical object. 
This value or probability distribution is not sufficient to determine the quantum ob-
ject’s state. It is only one representation of the state that is not complete. 

A concrete system a has a certain number of properties Pi, i {1, …, n} and a lin-
guistic variable LVi representing the property Pi can be found. These linguistic vari-
ables operate on fuzzy sets and assign membership degrees and elements of a term 
set, for example: 
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TLVi = {very small, small, big, very big, … etc .} 

We can imagine the n-tuple LV = ‹ LV1, LV2, …, LVn› to be a vector in an n-
dimensional Cartesian space. The value sf = LV(a, t) for a system a at time point t is 
called the “fuzzy state” of this system at this time. During this time, the state sf moves 
in the state space (a) = {LV (a, t) | t T} of the system. 

In the case of a classical particle in Newtonian mechanics, the “fuzzy state” is a 
pair sf = (LVx , LVp) of the two linguistic variables – position LVx and momentum LVp.

Usually, the shape of the fuzzy sets’ membership functions is subjectively chosen 
or dependent on the problem at hand. In one particular case, the membership function 
may have the shape of the Gaussian distribution over one of its values (linguistic 
terms) and thus the fuzzy state variable yields the probabilities of measuring the ob-
servables position x and momentum p due to the calculation of errors. Thus, this is the 
case if the system under consideration is a system of classical physics.  

However, in general, membership functions of fuzzy sets do not represent prob-
ability distributions of measurement errors or randomness, but more general uncer-
tainties that are deeply rooted in the absence of the theoretical concept’s strict 
boundaries. Classical concepts such as position and momentum, which have strict 
boundaries in Newtonian mechanics, do not have such boundaries in the new theory 
of quantum mechanics; this is the result of Heisenberg’s uncertainty relations. There-
fore, this pair of classical concepts does not match the quantum mechanical state vari-
able – in the represent of the quantum mechanical “state,” there is some uncertainty 
regarding position and momentum. 

This concept of uncertainty is often misleadingly represented by classical probabil-
ity as well, but in a strict sense quantum mechanical uncertainty is different from the 
concept of classical probability. Therefore, this approach can be extended to include 
the assumption that the classical theoretical concepts are not the right concepts, but 
that we have no better concepts to interpret the outcomes of classical experiments. 
Thus, we can use fuzzy sets and linguistic variables to convert classical observables to 
objects of quantum mechanics.  

In the case of a quantum mechanical system, the “fuzzy state” is a vector sf =
LV(a,t) in the abstract Hilbert space, with an infinite tuple LV = ‹LV1, LV2, …› of lin-
guistic variables LVi., and not all linguistic variables LVi. and LVj. are compatible, e.g., 
LVx (the position observable) and LVp (the momentum observable). We can measure 
one of these LVi and this measurement reduces the membership function to a numeri-
cal value – or more realistically – a probability distribution of values of this observ-
able. This is an effect that is known in usual quantum mechanics as the “collapse” of 
the quantum mechanical state function, but in the fuzzy approach we have no collapse 
of the fuzzy state. In fact, we see that the fuzzy state of a quantum mechanical system 
is a vague concept. 

Uncertainty Theories in the Philosophy of Science 

As we have seen in the previous sections, two examples of new theories arose in the 
20th century, quantum mechanics and fuzzy set theory. Both deal with the concept of 
uncertainty and both use mathematical tools that are essentially different from classi-
cal probabilities, but these mathematical concepts can be restricted (or specialized) to 
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this classical case. In both theories, the introduction of new concepts (theoretical 
terms) was necessary due to phenomena in reality that were not explainable using ex-
isting mathematical concepts at the time. The older mathematical theories were not 
able to represent the phenomena and processes that had been observed in reality. 

Two trends in obtaining systematic rational reconstructions of empirical theories 
can be found in the philosophy of science in the latter half of the 20th century: the 
Carnap approach and the Suppes approach. In both approaches, the first step consists 
of an axiomatization that intends to determine the mathematical structure of the the-
ory in question. However, whereas in the Carnap approach the theory is to be axioma-
tized within a formal language, the Suppes approach uses informal set theory. Thus, 
in the Suppes approach, one is able to axiomatize real physical theories in a precise 
way without recourse to formal languages. This approach traces back to the proposal 
of the philosopher Patrick Suppes in the 1950s to include the axiomatization of em-
pirical theories of science in the metamathematical program of the French group 
“Bourbaki” [32]. Later, in the 1970s, Joseph D. Sneed developed informal semantics 
meant to consider not only mathematical aspects, but also application subjects of sci-
entific theories in this framework, based on this method. 

In his book [33], Sneed presents this view as stating that all empirical claims of 
physical theories have the form “a is an S” where “is an S” is a set-theoretical predi-
cate (e.g., “a is a classical particle mechanics”). Every physical system that fulfills 
this predicate is called a model of the theory. To give concrete examples, the class M
of a theory’s models is characterized by empirical laws that consist of conditions gov-
erning the connection of the components of physical systems. Therefore, we have 
models of a scientific theory, and by removing their empirical laws, we get the class 
Mp of so-called potential models of the theory. Potential models of an empirical the-
ory consist of theoretical terms, i.e., observables with values that can be measured in 
accordance with the theory. This connection between theory and empiricism is the ba-
sis of the philosophical “problem of theoretical terms.” 

If we remove the theoretical terms of a theory in its potential models, we get struc-
tures that are to be treated on a purely empirical layer; we call the class Mpp of these 
structures of a scientific theory its “partial potential models.” Finally, every physical 
theory has a class I of intended applications and, of course, the different applications 
of a theory partially overlap. This means that there is a class C of constraints that pro-
duces cross connections between the overlapping applications.  

In brief, this structuralist view of scientific theories regards the core K of a theory 
as a quadruple K = Mp, Mpp, M, C . This core can be supplemented by the class I of 
intended applications of the theory T = K, I . To make it clear that this concept re-
flects both sides of scientific theories, these classes of K and I are shown in figure 10.  

Later, Sneed, Wolfgang Stegmüller, C. Ulises Moulines, Wolfgang Balzer, and 
others developed this view into a framework intended to consider networks of theo-
ries and evolutions of theories [34]. In such networks the theories are linked by set-
theoretical relations, called “specialization,” “theoretization,” “reduction,” etc. Nu-
merous theories for different intended cross-connected applications can be studied in 
this environment: within the structuralist view, commonalities and differences are ex-
pressible as intertheoretic relations (specialization, generalization, and theoretization, 
as well as strict and approximative reduction). With these concepts of networking in 
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the space of scientific theories, a dynamic – and therefore historical  aspect of these 
philosophical considerations is possible. 

Fig. 5. Empirical and theoretical layer of structures in scientific theories. 

Conclusion: Constructing a Theory-Net for Uncertainty 

Fuzzy set theory is an uncertainty theory of “quantities which are not describable in 
terms of probability distributions”; quantum mechanics is a physical theory that can-
not be modeled mathematically with classical probabilities; thus quantum probability 
theory is a new theory as well. In his Ph.D. dissertation on “probabilistic structures in 
quantum mechanics” [35], the author has already shown that probability theory and 
quantum probability theory are expressible in the framework of the structuralist view 
of scientific theories and, moreover, that these theories are both theories in one net-
work of structures of a “general probability theory,” GPT. The addition of fuzzy set 
theory to this network as a supplementary theory requires changing the network core 
from GPT to a “basic uncertainty theory,” BUT.  
It  is a new view of fuzzy set theory, quantum mechanics, probability theory, and per-
haps even additional theories dealing with uncertainty, to embed them in one network 
of “uncertainty theories” and to explain their differences and their commonalities as 
intertheoretical relationships. This new view suggests a research project analyzing and 
reconstructing uncertainty theories – in the first instance, probability theory, quantum 
probability theory, and fuzzy set theory. Perhaps we can add the theories of Demp-
ster-Shafer, certainty factors, belief functions, etc. This project would make a signifi-
cant contribution to the understanding of many concepts of uncertainty in science and 
technology and of their relation to reality. Moreover, we can expect to get an over-
view of the intended applications of these network elements and their cross connec-
tions. 
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Last year Lotfi Zadeh published a paper called “Toward a Generalized Theory of 
Uncertainty (GTU) – an Outline” [36]. He began with the following words: “It is a 
deep-seated tradition in science to view uncertainty as a province of probability the-
ory. The Generalized Theory of Uncertainty (GTU) which is outlined in this paper 
breaks with this tradition and views uncertainty in a broader perspective.” ([36], p. 1) 
In Zadeh’s favored GTU, probabilistic and “statistical information is just one – albeit 
an important one – of many forms of information” ([36], p. 2). 

Zadeh’s approach to achieving a generalized theory of uncertainty is very different 
from the approach introduced in the present paper, which is to find a structuralist view 
of uncertainty theories, their basic elements, and many of their interrelationships. 
Nevertheless, it is desirable to proceed in both directions in order to encompass the 
entire system of classical and non-classical sciences. 
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On the role of Interpretability in Fuzzy Data Mining 
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Abstract. Fuzzy techniques have been introduced in the realm of Data Mining 
with the objective of providing for an added value to the “interestingness” of 
mined patterns. However, a fuzzy model is able to provide interesting patterns 
of data only when it is not only accurate but also interpretable. This note 
highlights the main motivations of introducing interpretability and outlines the 
basic interpretability issues to be addressed in Fuzzy Data Mining. 

Keywords: Data Mining, Fuzzy Logic, Interpretability. 

1   Introduction 

In recent years we are witnessing a massive production of data from the industrial 
world, which require sophisticated processing techniques in order to be somehow 
useful to their users. Data Mining can be considered as an umbrella term that covers 
those learning and statistical techniques which have evolved so as to be applied to 
such highly dimensional, often noisy, large volumes of data produced by the real 
world. The aim of Data Mining techniques is to find "interesting" patterns (e.g. 
regularities, dependencies, etc.) in data, which can be used by users for decision 
making, strategy planning, and everything else that can be useful to make some profit 
from available data. 

Fuzzy techniques have been introduced in the realm of Data Mining with the 
objective of providing for an added value to the "interestingness" of mined patterns. 
The key feature of fuzzy techniques is, indeed, the ability of formally representing 
properties –such as vagueness, imprecision, preference, similarity– whose semantics 
is matter of degree. Without fuzzy techniques, such properties could be represented in 
two alternative ways. The first one concerns the representation of such properties with 
mathematical logic. Properties are labelled by symbols whose semantics is crisp, or 
threshold-based. This kind of representation allows mathematical deduction with 
standard – widely accepted – inference rules. On the other hand, symbolic 
representation of properties whose semantics is matter of degree diverges from the 
smooth nature of human perceptions. This divergence may result in difficult 
interpretation of the results of a data mining process. In other words, the discovered 
patterns may loose "interestingness". 

The second form of representation of properties whose semantics is matter of 
degree is by using purely numerical methods. Using such methods it is possible to 
capture the quantitative nature of such properties, hence numerical information is not 
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lost, but the results of computation are not representable in any symbolic form, which 
is important when knowledge has to be communicated to users, especially to those 
users that are not skilled (nor interested) in sophisticated mathematical 
representations. Even in this case, patterns discovered by numerical methods may lose 
a part of "interestingness". 

2   Fuzzy Logic and Data Mining 

Fuzzy Logic (in its broader sense) helps data miners in bridging the gap between 
numerical precision and symbolic representation. The key of its success is its ability 
of representing properties through symbols which have gradual semantics. This 
possibility, which gave rise to important developments, such the Theory of 
Information Granulation, the Generalized Constraint Theory, the Precisiated Natural 
Language, etc., can be exploited with success to improve the "interestingness" of 
patterns discovered through data mining. Properties are indeed represented by 
symbols, possibly natural language symbols, so as to offer a direct communication of 
knowledge to users. The semantic of such symbols is numeric (graded), so as to catch 
the smooth nature of properties in a way that is deemed affine to human perception of 
observed phenomena. 

Fuzzy Logic was deemed the panacea until the eighties, where everything was 
fuzzified sometimes without a matured understanding of the effective meaning of the 
resulting models. We are still paying for this superficial modus operandi, often in 
relation to the objections of fuzzy logic detractors. Fortunately, the research in the last 
two decades has evolved toward more rigorous directions. The development of Fuzzy 
Logic in the narrow sense (also called Mathematical Fuzzy Logic), the Possibility 
Theory and other studies helped (and help) modelers to use Fuzzy Logic with more 
understanding [3]. 

The cause of possible misunderstandings of fuzzy models is due to the extreme 
flexibility of Fuzzy Logic representations. As an example, the same formalism can be 
used to represent properties with completely different (often incompatible) semantics, 
like degrees of truth and degrees of possibility. Furthermore, the uncontrolled 
adoption of data driven methods to generate fuzzy models may lead to generate 
models that are fuzzy only on a purely formal level, but can be considered as pure 
"black-box" models (at the same level of neural networks) when they have to be 
understood by the users. Without a proper care, fuzzy models (especially those 
automatically derived from data) do not provide for "interesting" patterns of data, and 
therefore the key feature of Fuzzy Logic in data mining is lost. 

3   Interpretability issues in Fuzzy Data Mining 

A fuzzy model is able to provide "interesting" patterns of data when it meets both 
the requirements of accuracy and interpretability. While studies on accuracy provided 
well established theoretical and methodological results, the research on 
interpretability is still flourishing and not yet matured (see [1] for recent 
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developments in the field). Interestingly, research on interpretability is still in 
development in the field of Machine Learning and Artificial Intelligence, which 
surely have a longer tradition than Fuzzy Logic [2]. From the scholars of these two 
fields we have maybe the most exhaustive definition of the notion interpretability 
(called "Comprehensibility Postulate" in A.I.) [6]: 

The results of computer induction should be symbolic descriptions of given entities, 
semantically and structurally similar to those a human expert might produce 
observing the same entities. Components of these descriptions should be 
comprehensible as single "chunks" of information, directly interpretable in natural 
language, and should relate quantitative and qualitative concepts in an integrated 
fashion. 

This definition, even though coming from the A.I. tradition, evidently promotes 
Fuzzy Logic as a promising tool to meet the comprehensibility postulate, though with 
the proper care. Fuzzy Logic, and the Theory of Fuzzy Information Granulation in 
particular, is able to represent "chunks" (granules) of information, which could be 
directly interpretable in natural language since the gradual semantics of fuzzy 
information granules is affine to the gradual semantics of natural language terms. 
Moreover, because of the symbolic/numeric bridging property of Fuzzy Logic, fuzzy 
information granules have the potential to relate quantitative and qualitative concepts 
in an integrated fashion. 

However, interpretability is not given for grant when fuzzy models are adopted. 
Interpretability must be formalized, and translated in a number of features (both 
mathematical or fuzzy) that the fuzzy model must possess in order to be judged as 
interpretable. To formalize interpretability, a number of issues have to be addresses, 
such as [5]: 

− Who needs interpretability? 
− Why and when interpretability is needed? 
− What should be interpretable? 
− How interpretability can be achieved? 
− How interpretability can be assessed? 
Each of such issues casts a direction for scientific investigation. Some of these 

directions have already been undertaken, but none of these can be retained exhausted. 
As an example, the issue concerning the achievement of interpretability is now 
addressed by defining a number of interpretability constraints, i.e. formal (or 
sometimes informal) properties to be imposed during the design of a fuzzy model. 
Several studies belong to such development line (see, e.g. [4]) However, there is often 
disagreement on which interpretability constraints have to be used. This disagreement 
is maybe consequence of the lack of results concerning the assessment of 
interpretability, which calls for interdisciplinary studies involving psychological, 
philosophical and mathematical contributions. 

Data Mining –especially through fuzzy techniques– cannot exclude the 
interpretability issue, which is complementary but not less important than the 
accuracy issue, even though it is the least studied and assessed in literature. Without 
interpretability, patterns discovered through fuzzy data mining processes might be not 
as "interesting" as desired. Considering the higher computational complexity of fuzzy 
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methods w.r.t. classical counterparts, fuzzy techniques in data mining that do not take 
into account interpretability would not be fully motivated. 
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Extended Abstract

There is a large amount of work devoted to mining fuzzy rules, covering aspects
as measures, algorithms and applications [4, 3]. Most of this work is about mining
fuzzy association rules under different definitions.

Mining fuzzy rules allows us to deal with fuzzy data, either because data
is fuzzy itself, like fuzzy transactions obtained from texts for text mining, or
because additional fuzzy information is employed to transform the original data.
The latter case includes (among others) using linguistic labels to change the
domain of attributes in relational databases, introducing fuzzy resemblance re-
lations between values, or a combination of them.

In these fuzzy datasets it is possible to discover different kinds of rules, ac-
cording to different semantics. For example, fuzzy association rules of the form
A ⇒ C in a set of transactions have the meaning “every transaction containing
A also contains C”, i.e., t(A) ≤ t(C) ∀t ∈ T , where T is the set of transactions
and t(X) is de inclusion degree of the set of items X in transaction t.

There are several ways in which semantics of rules can be different. For
example, we have employed fuzzy association rules with the usual semantics to
mine for fuzzy approximate dependencies (rules with a different semantics) by
transforming the set of tuples of a certain table into a set of transactions in a
different way than usual. The semantics of a dependence like V → W in fuzzy
relational tables is “whenever two tuples agree in attribute V , they agree also in
W”, where the agreement and even the values of the attributes can be fuzzy.

A large number of models of fuzzy rules and their corresponding semantics
is shown in [2], including the following:

– Implication-based models
• Certainty rules, “the more x is A, the more certain y is in B”
• Gradual rules, “the more x is A, the more y is B”
• Impossibility rules, “the more x is A, the less possible y is not B”

– Conjunction-based models
• Possibility rules, “the more x is A, the more the values in B are possible

for y”
1 Corresponding author.
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• Antigradual rules, “the more x is A, the larger the set of possible values
for y around the core of B”

among others. We propose to employ techniques introduced in [1, 3] to model
these semantics and to develop algorithms to mine them in fuzzy databases.

We also employ these techniques to mine for a kind of gradual rules that
apply on pairs of values of attributes, instead than on particular values, by using
a fuzzy relation. These are rules of the kind “If (x1, x2) are RX then (y1, y2) are
RY ”, where X and Y are attributes, RX and RY are relations defined on the
domain of X and Y, and xi and yj are values of X and Y, respectively. Fuzzy
approximate dependencies are a particular case of this kind of rules.

As an important contribution, we describe how to adapt existing algorithms
to mine for fuzzy rules in order to discover the previous kinds of rules without
increasing time and space complexity. Finally, our results are applied in real
databases in order to show their usefulness in real applications.
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Abstract. In this work, we propose the use of Multi-Objective Genetic
Algorithms to obtain Fuzzy Rule-Based Systems with a good trade-off
between interpretability and accuracy. To do that, we present a new post-
processing method that by considering selection of rules together with
tuning of membership functions gets solutions only in the Pareto zone
with the best trade-off, i.e., that containing solutions with the least num-
ber of possible rules but still presenting high accuracy. This method is
based on the well-known SPEA2 algorithm, applying appropriate genetic
operators and including some modifications to concentrate the search in
the desired Pareto zone.

1 Introduction

One of the aims that focus the research in the Linguistic Fuzzy Modeling (LFM)[1]
area in recent years is the trade-off between interpretability and accuracy. Of
course, the ideal thing would be to satisfy both criteria to a high degree, but
since they are contradictory issues generally it is not possible.

A widely-used approach to improve the accuracy of linguistic Fuzzy Rule-
Based Systems is the tuning of Membership Functions (MFs) [1, 2], which refines
a previous definition of the Data Base (DB) once the rule base has been obtained.
Although tuning usually improves the system performance, sometimes a large
number of rules is used to reach an acceptable degree of accuracy. In this case,
some works [1, 2] consider the selection of rules together with the tuning of MFs
by only considering accuracy criteria.

In this contribution, we focus on this problem by using Genetic Algorithms
as a tool for evolving the MFs parameters and rule base size and by coding
all of them (rules and parameters) in the same chromosome. Since the problem
presents multi-objective nature we consider the use of Multi-Objective Genetic
Algorithms (MOGAs)[3] to obtain a set of solutions with different degrees of
accuracy and number of rules by using both characteristics as objectives.

Our main interest is to design an appropriate MOGA for this problem due
to standard MOGAs can present some problems. Generally, MOGAs are based

� Supported by the Spanish Project TIN-2005-08386-C05-01.
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on obtaining a set of non-dominated solutions. However, in this case, there are
solutions that are not interesting although they are in the Pareto frontier. For
example, non-dominated solutions with a small number of rules and high error
are not interesting since they have not the desired trade-off between accuracy
and interpretability. Furthermore, the existence of these kinds of solutions favors
the selection of solutions with very different number of rules and accuracy to
apply the crossover operator, which gives results with poor accuracy (the tuning
parameters would be very different and the crossover would not have any sense
except for exploring new combinations of rules).

In our proposal, we concentrate the search in the Pareto zone with still ac-
curate solutions trying to obtain the least number of possible rules. To do that,
we propose a modification of the well-known SPEA2 [11] algorithm that consid-
ering the rule selection together with the tuning of MFs concentrates the search
in the Pareto zone having accurate solutions with the least number of possi-
ble rules. Besides, we have performed the same modification and experiments
with NSGA-II [6], showing that this approach is not the most adequate for this
problem.

In the next section, we present a study of the Pareto frontier for this problem.
SPEA2 algorithm is introduced in Section 3 together with the modifications
proposed and the genetic operators considered. Section 4 shows an experimental
study of the proposed methods in a real-world problem. Finally, Section 5 gives
some conclusions.

2 Pareto Frontier in the Problem of the
Interpretability-Accuracy Trade-off

In this section, we present a study of what kind of solutions we could find in
the optimal Pareto frontier when the system error and the number of rules
(both considered as objectives) are optimized by tuning the MFs and selecting
the most promising rules. In this way, we can obtain an approximation of the
optimal Pareto in order to determine the desired Pareto zone.

Tuning of MFs usually needs of an initial model with large number of rules
to get an appropriate level of accuracy. Generally, to obtain a good number of
initial rules, methods ensuring covering levels higher than needed are used. In
this way, we could obtain rules that being needed at first could be unneces-
sary once the tuning is applied or rules that could impede the tuning of the
remaining ones. Thus, we can find the following types of rules: Bad Rules (er-
roneous or conflicting rules) that degrade the system performance; Redundant

or Irrelevant Rules that do not significantly improve the system performance;
Complementary Rules that complement to some others slightly improving the
system performance; and Important Rules that should not be removed to obtain
a reasonable system performance.

Taking into account the possible existence of these kinds of rules, different
rule configurations and different tuning parameters, we can distinguish the fol-
lowing zones in the space of the objectives:
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– Zone with Bad Rules, which contains solutions with bad rules. In this zone,
the Pareto front does not exist since by removing these kinds of rules would
improve the accuracy and these solutions would be dominated by others.

– Zone with Redundant or Irrelevant Rules, which is comprised of solutions
without bad rules but still maintaining redundant or irrelevant rules. By
deleting these kinds of rules the accuracy would be practically the same.

– Zone with Complementary Rules, comprised of solutions without any bad
or redundant rule. By removing these rules the accuracy would be slightly
decreased.

– Zone with Important Rules, which contains solutions only comprised of es-
sential rules. By removing these kinds of rules the accuracy is really affected.

In Figure 1, we can find an approximation of the optimal Pareto in the
problem of tuning and rule selection with the double objective of simplicity and
accuracy. This figure shows the different zones in the space of the objectives
together with the desired Pareto zone to find solutions with good trade-off. This
zone corresponds with the zone of complementary rules, i.e., we would like to
delete all the possible rules but without affecting the accuracy of the model
finally obtained seriously.

+

+ -

-
E

R
R

O
R

RULES 0

0

Bad
Rules

Redundant
Rules

Complementary
Rules

Important
Rules

Desired pareto zone

Optimal pareto frontier

Fig. 1. Pareto Frontier

Taking into account what we previously exposed, the MOGA should not
obtain all the Pareto front since it is difficult to obtain accurate solutions by fa-
voring the crossing of solutions with very different rule configurations (those in
the Pareto), which try to obtain the optimum by learning very different parame-
ters for the membership functions. In the next section, we present a modification
of SPEA2 [11] with the main aim of guiding the search towards the desired zone.
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3 Accuracy-Oriented SPEA2 Algorithm

In this section, we firstly introduce the basis of SPEA2 [11]. Then we describe
the coding scheme and the genetic operators used to implement the proposed
algorithm. Finally, we explain the needed changes for guiding the search towards
the desired zone.

3.1 SPEA2

The SPEA2 algorithm [11] (Strength Pareto Evolutionary Algorithm for multi-

objetive optimization) is one of the most used techniques for solving problems
with multi-objective nature. This algorithm differs from other MOGAs in several
aspects although there are two with a especial interest:

– This uses a fine fitness assignment scheme which, for each individual, takes
into account how many individuals it dominates and how many individuals
dominates it.

– This includes a nearest neighbor density estimation technique which allows
a more efficient way to guide the search.

According to the descriptions of the authors in [11], the SPEA2 algorithm
consists of the next steps:

Input: N (population size),
N (external population size),

T (maximum number of generations).

Output: A (non-dominated set).

1. Generate an initial population P0 and create the empty external population
P 0 = ∅.

2. Calculate fitness values of individuals in Pt and P t.
3. Copy all non-dominated individuals in Pt ∪P t to P t+1. If |P t+1| > N apply

truncation operator. If |P t+1| < N fill with dominated in Pt ∪ P t.
4. If t ≥ T , return A and stop.
5. Perform binary tournament selection with replacement on P t+1 in order to

fill the mating pool.
6. Apply recombination and mutation operators to the mating pool and set

Pt+1 to the resulting population. Go to step 2 with t = t + 1.

3.2 Coding Scheme and Initial Gene Pool

A double coding scheme for both rule selection (CS) and tuning (CT ) is used:

Cp = Cp
SCp

T

– For the CS part, the coding scheme consists of binary-coded strings with
size m (with m being the number of initial rules). Depending on whether
a rule is selected or not, values ‘1’ or ‘0’ are respectively assigned to the
corresponding gene.

Cp
S = (cS1, . . . , cSm) | cSi ∈ {0, 1} .
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– For the CT part, a real coding is considered, being mi the number of labels
of each of the n variables comprising the DB.

Ci = (ai
1, b

i
1, c

i
1, . . . , a

i
mi , bi

mi , ci
mi), i = 1, . . . , n ,

Cp
T = C1C2 . . . Cn .

The initial population is obtained in the following way:

– For the CT part the initial DB is included as first individual. The remain-
ing individuals are generated at random within the corresponding variation
intervals. Such intervals are calculated from the initial DB. For each MF
Cj

i = (aj , bj , cj), the variation intervals are calculated in the following way:

[I l
aj , Ir

aj ] = [aj − (bj − aj)/2, aj + (bj − aj)/2]

[I l
bj , Ir

bj ] = [bj − (bj − aj)/2, bj + (cj − bj)/2]

[I l
cj , Ir

cj ] = [cj − (cj − bj)/2, cj + (cj − bj)/2] .

– For the CS part all genes take value ‘1’ in all the individuals of the initial
population.

3.3 Crossover and Mutation Operators

The crossover operator depends on the chromosome part where it is applied:

– In the CT part, the BLX-0.5 [8] crossover is used.
– In the CS part, the HUX [7] crossover is used.

Finally, four offspring are generated by combining the two from the CS part
with the two from the CT part (the best two replace to their parent). The
mutation operator changes a gene value at random in the CS and CT parts (one
in each part) with probability Pm.

3.4 Modifications Applied on SPEA2

In order to focus the search on the desired Pareto zone, high accuracy with
least possible number of rules, we propose two main changes with the aim of
giving more selective pressure to those solutions that have a high accuracy. The
proposed changes are described in the next:

– A restarting operator is applied exactly at the mid of the algorithm, by main-
taining the most accurate individual as the sole individual in the external
population (P t+1 with size 1) and obtaining the remaining individuals in
the population (Pt+1) with the same rule configuration of the best individ-
ual and tuning parameters generated at random within the corresponding
variation intervals. This operation is performed in step 4 then returning to
step 2 with t = t + 1. In this way, we concentrate the search only in the
desired pareto zone (similar solutions in a zone with high accuracy).
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– In each stage of the algorithm (before and after restarting), the number of so-
lutions in the external population (P t+1) considered to form the mating pool
is progressively reduced, by focusing only on those with the best accuracy.
To do that, the solutions are sorted from the best to the worst (considering
accuracy as sorting criterion) and the number of solutions considered for
selection is reduced progressively from 100% at the beginning to 50% at the
end of each stage.

Besides, we have to highlight that the way to create the CS part in the
solutions of the initial population favors a progressive extraction of bad rules
(those that do not improve with the tuning of parameters), only by means of
the mutation at the beginning and then by means of the crossover.

Table 1. Methods Considered for Comparison

Ref. Méthod Description

[10] WM Wang & Mendel algorithm
[2] WM+T Tuning of Parameters
[2] WM+S Rule Selection
[2] WM+TS Tuning and Rule Selection

[11] SPEA2 SPEA2 Algorithm
— SPEA2ACC Accuracy-Oriented SPEA2
[6] NSGAII NSGA-II algorithm
— NSGAIIACC Accuracy-Oriented NSGA-II

4 Experiments

To evaluate the usefulness of the method proposed, we have considered a real-
world problem [5] with 4 input variables that consists of estimating the main-
tenance costs of medium voltage lines in a town. The methods considered for
the experiments are briefly described in Table 1. WM [10] method is considered
to obtain the initial rule base to be tuned. T and S methods perform the tun-
ing of parameters and rule selection respectively. TS indicates tuning together
with rule selection in the same algorithm. All of them consider the accuracy of
the model as the sole objective. The remaining are MOGAs with and without
the proposed modifications (all of them perform rule selection with tuning of
parameters considering two objectives, accuracy and number of rules).

The linguistic partitions are comprised by five linguistic terms with triangular
shape. The center of gravity weighted by the matching strategy acts as defuzzifi-
cation operator and the fuzzy reasoning method is the minimum t-norm playing
the role of implication and conjunctive operators. The values of the input param-
eters considered by the MOGAs studied are presented as follows: population size
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of 200, external population size of 61 (in the case of SPEA2 and SPEA2ACC),
50000 evaluations and 0.2 as mutation probability per chromosome.

4.1 Problem Description

Estimating the maintenance costs of the medium voltage electrical network in
a town [5] is a complex but interesting problem. Since a direct measure is very
difficult to obtain, it is useful to consider models. These estimations allow elec-
trical companies to justify their expenses. Moreover, the model must be able to
explain how a specific value is computed for a certain town. Our objective will
be to relate the maintenance costs of the medium voltage lines with the follow-
ing four variables: sum of the lengths of all streets in the town, total area of the

town, area that is occupied by buildings, and energy supply to the town. We will
deal with estimations of minimum maintenance costs based on a model of the
optimal electrical network for a town in a sample of 1,059 towns.

To develop the different experiments, we consider a 5-folder cross-validation

model, i.e., 5 random partitions of data each with 20%, and the combination of
4 of them (80%) as training and the remaining one as test.

4.2 Results

For each one of the 5 data partitions, the tuning methods have been run 6
times, showing for each problem the averaged results of a total of 30 runs. In
the case of methods with multi-objective approach (the last four), the averaged
values have been calculated considering the most accurate solution from each
Pareto obtained. The proposed algorithm has been compared with several single
objective based methods and with the widely-known NSGA-II [6] MOGA (with
the same two objectives previously mentioned).

The results obtained by the analyzed methods are shown in table 2, where #R
stands for the number of rules, MSEtra and MSEtst respectively for the averaged
error obtained over the training and test data, σ for the standard deviation and
t-test for the results of applying a test t-student (with 95 percent confidence)
in order to ascertain whether differences in the performance of the proposed
approach are significant when compared with that of the other algorithms in the
table. The interpretation of this column is:

� represents the best averaged result.
+ means that the best result has better performance than that of the corre-

sponding row.

Analysing the results showed in table 2 we can highlight the following facts:

– SPEA2ACC gets an important reduction of the mean square error respect
with that obtained by the classic methods and NSGA-II. Furthermore, this
algorithm improves the results obtained by SPEA2 with only 1.5 more rules.

– The models obtained by SPEA2ACC seem to show very good trade-off be-
tween interpretability and accuracy.
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Table 2. Results obtained by the studied methods

Method #R MSEtra σtra t-test MSEtst σtst t-test

WM 65 57605 2841 + 57934 4733 +

WM+T 65 18602 1211 + 22666 3386 +

WM+S 40.8 41086 1322 + 59942 4931 +

WM+TS 41.9 14987 391 + 18973 3772 +

SPEA2 33 13272 1265 + 17533 3226 +

SPEA2ACC 34.5 11081 1186 * 14161 2191 *

NSGAII 41.0 14488 965 + 18419 3054 +

NSGAIIACC 48.1 16321 1636 + 20423 3138 +

– NSGAII and NSGAIIACC present a not so good performance in this par-
ticular problem because of the crowding operator makes very difficult to
concentrate the search in the desired Pareto zone.
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Fig. 2. Pareto fronts of SPEA2 and SPEA2acc.

In figures 2 and 3, we can see the Pareto evolution for each algorithm. In
figure 2, we can observe that SPEA2ACC mainly explores in the mid part of the
evolution (before applying the restarting operator) in order to finally focusing on
a specific zone of the Pareto. After restarting, the Pareto is extended in order to
continue concentrating the search on the Pareto zone presenting solutions with
less number of rules but still accurate.

In the remaining methods, figures 2 and 3, we can see as the Pareto moves
along without having a big extension, which does not allow to obtain very good
results even in the case of NSGA-II.
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Fig. 3. Pareto fronts of NSGAII and NSGAIIacc.

5 Concluding Remarks

Taking into account the showed in the previous section, we can conclude that
the models obtained by the proposed method present a better trade-off between
interpretability and accuracy. By searching for a good configuration of rules (only
removing rules with little importance) and by tuning the parameter for a small
set of rules, the proposed algorithm has obtained models even with a better
accuracy than those obtained by methods only guided by measures of accuracy.

On the other hand, the proposed algorithm (SPEA2ACC) could be of interest
in problems that, although presenting a multi-objective nature, need as solution
not all the Pareto frontier but only a specific area of it.
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Abstract. In this work a preliminary study on the use of classification
systems based on fuzzy reasoning in classification problems with non-
balanced classes is carried out. The objective of this study is to evaluate
the cooperation with pre-processing mechanisms of instances and the
use of different granularity levels (5 and 7 labels) in the fuzzy parti-
tion considered. To do so, we will use simple fuzzy rule based models
obtained with the Chi (and co-authors’) method that extends the well-
known Wang and Mendel method to classification problems.
The results obtained show that the previous step of instance selection
and/or over sampling is needed. We have observed that a high over-
fitting exists when we use 7 labels per variable. We will analyze this fact
and we will discuss some proposals on the subject.

Key words: Fuzzy Rule Based Classification Systems, Instance Selec-
tion, Over-sampling, Imbalanced Data-sets.

1 Introduction

The design of a classification system, from the point of view of supervised learn-
ing, consists in the establishment of a decision rule that enables to determine the
class of a new example in a set of known classes. When this knowledge extrac-
tion process uses as a representation tool fuzzy rules, the classification system
obtained is called fuzzy rule-based classification system (FRBCS) [7].

In the classification problem field, we often encounter the presence of classes
with a very different percentage of patterns between them: classes with a high
pattern percentage and classes with a low pattern percentage. These problems
receive the name of “classification problems with imbalanced data sets” and
recently they are being studied in the machine learning field [5].
� Supported by the Spanish Project TIN-2005-08386-C05-01 and TIC-2005- 08386-

C05-03.
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Learning systems can have difficulties in the learning of the concept related
to the minority class, so in the specialized literature it is common to use pre-
processing techniques to adjust the databases to a more balanced format [4].

Studying specialized literature, we have found only a few works [10,11,12]
that study the use of fuzzy classifiers for this problem, and all of them from
the point of view of approximate fuzzy systems, not from the descriptive fuzzy
systems ones that are the ones used in this work.

In this work our aim is to analyze the behaviour of descriptive FRBCSs
applied to data-bases with non-balanced classes. We want to evaluate the pre-
processing mechanism of instances that are commonly used in the field in co-
operation with the FRBCS, and to study the importance of the granularity of
fuzzy partitions in these problems.

To do that, this paper is organized as follows. In Section 2 we introduce the
components of an FRBCS and the inductive learning algorithm used. Section
3 presents the pre-processing techniques considered in this work . In Section
4 we introduce the way to evaluate the classification systems in domains with
imbalanced data-sets. Section 5 shows the experimental study carried out with
seven different data-sets. Finally, in Section 6 we present some conclusions about
the study done.

2 Fuzzy rule based classification systems

An FRBCS is composed of a Knowledge Base (KB) and a Fuzzy Reasoning
Method (FRM) that, using the information of the KB, it determines the class
for any pattern of data admissible that comes to the system.

The power of the approximate reasoning consists in the possibility to obtain
a result (a classification) even when we have not an exact compatibility (with
degree 1) between the example and the antecedent of the rules.

2.1 Knowledge base

In the KB two different components are distinguised:

– The Data Base (DB), that contains the definition of the fuzzy sets associated
to the linguistic terms used in the Rule Base.

– The Rule Base (RB), composed of a set of classification rules

R = {R1, ..., RL} (1)

There are different types of fuzzy rules in the specialized literature but in
our case we will use the following one:
• Fuzzy rules with a class and a certainty degree associated to the classi-

fication for this class in the consequent

Rk : If X1 is Ak
1 and . . . and XN is Ak

N

then Y is Cj with degree rk
(2)
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where X1, . . . , XN are features considered in the problem, Ak
1 , . . . , Ak

N

are linguistic labels employed to represent the values of the variables
and rk is the certainty degree associated to the classification of the class
Cj for the examples that belong to the fuzzy subspace delimited by the
antecedent of the rule.

2.2 Fuzzy reasoning method

The FRM is an inference procedure that uses the information of the KB to
predict a class from an unclassified example. Usually, in the specialized literature
[8] the FRM of the maximum has been used, also named classic FRM or the
winning rule, that considers the class indicated by only one rule having account
the association degree of the consequent of the rule over the example. Other
FRMs combine the information contributed for all the rules that represent the
knowledge of the area of which the example belongs [8]. In this work we will
use, besides the classic FRM, the FRM of additive combination among rules
classification degree per class.

Next we present the general model of fuzzy reasoning that combines the
information given by the fuzzy rules compatibles with the example.

In the classification process of the example e = (e1, . . . , eN ), the steps of the
general model of a FRM are the following:

1. Computing the compatibility degree of the example with the antecedent of
the rules.

2. Computing the association degree of the example to the consequent class of
each rules by means of an aggregation function between the compatibility
degree and the certainty degree of the rule with the class associated.

3. Setting the association degree of the example with the different classes.
4. Classification. Applying a decision function F over the association degree of

the example with the classes which will determine, on base to the criterion
of the maximum, the label of the class v with the greatest value.

At point (3) we distinguish the two methods used in this study, that is, using
the function of the maximum to select the rule with the greatest association
degree for each class, and using the additive function over the association degrees
of the rules associated with each class.

2.3 Chi et al. Algorithm

For our experimentation we will use simple rule base models obtained with the
method proposed in [7] that extends the well-known Wang and Mendel method
[13] to classification problems. This FRBCS desing method establishes the rela-
tionship between the variables of the problem and sets an association between
the space of the features and the space of the classes by means of the following
steps:
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1. Establishment of the linguistic partitions. Once determined the domain of
variation of each feature Xi, the fuzzy partitions are computed.

2. Generation of a fuzzy rule for each example eh = (eh
1 , . . . , eh

N , Ch). To do
this is necessary:

2.1 To compute the matching degree of the example eh to the different fuzzy
regions.

2.2 To assign the example eh to the fuzzy region with the greatest member-
ship degree.

2.3 To generate a rule for the example, which antecedent is determined by
the selected fuzzy region and with the label of class of the example in
the consequent.

2.4 To compute the certainty degree. In order to do that the ratio Sj/S is
determined, where Sj is the sum of the matching degree for the class Cj

patterns belonging to this fuzzy region delimited by the antecedent, and
S the sum of the matching degrees for all the patterns belonging to this
fuzzy subspace, regardless its associated class.

3 Preprocessing imbalanced datasets.

In this work we evaluate different instance selection and oversampling techniques
to adjust the class distribution in training data. We have chosen the following
ones[4]:

– Undersampling methods:
• Condensed Nearest Neighbor Rule (CNN). This technique is used

to find a consistent subset of examples. A subset ⊆ E is consistent with
E if using a 1-nearest neighbor, correctly classifies the examples in E.

• Tomek links This method works as follows: given two examples ei and
ej belonging to different classes, the distance between ei y ej (d(ei, ej))
is determined. A (ei,ej) pair is called a Tomek link if there is not an
example el, such that d(ei,el) ¡ d(ei,ej) or d(ej ,el) ¡ d(ei,ej). If two
examples form a Tomek link, then either one of these examples is noise
or both examples are borderline.

• One-sided selection (OSS) is an under-sampling method resulting
from the application of Tomek links followed by the application of CNN.
Tomek links are used as an under-sampling method and removes noisy
and borderline majority class examples. CNN aims to remove examples
from the majority class that are distant from the decision border.

• CNN + Tomek links It is similar to the one-sided selection, but the
method to find the consistent subset is applied before the Tomek links.

• Neighborhood Cleaning Rule (NCL) uses the Wilson‘s Edited Near-
est Neighbor Rule (ENN) [15] to remove majority class examples. ENN
removes any example whose class label differs from the class of at least
two of its three nearest neighbors. NCL modifies the ENN in order to
increase the data cleaning.
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• Random under-sampling is a non-heuristic method that aims to bal-
ance class distribution through the random elimination of majority class
examples.

– Oversampling methods:
• Random over-sampling is a non-heuristic method that aims to bal-

ance class distribution through the random replication of minority class
examples.

• Smote Synthetic Minority Over-sampling Technique (Smote)[6]
is an over-sampling method which form new minority class examples by
interpolating between several minority class examples that lie together.
Thus, the overfitting problem is avoided and causes the decision bound-
aries for the minority class to spread further into the majority class
space.

– Hybrid methods: Oversampling + Undersampling:
• Smote + Tomek links. In order to create better-defined class clus-

ters, it could be applied Tomek links to the over-sampled training set
as a data cleaning method. Thus, instead of removing only the majority
class examples that form Tomek links, examples from both classes are
removed.

• Smote + ENN. The motivation behind this method is similar to Smote
+ Tomek links. ENN tends to remove more examples than the Tomek
links does, so it is expected that it will provide a more in depth data
cleaning.

4 Evaluation of FRBCS for imbalanced data sets

In this section we introduce our experimentation framework. First of all we
present the metric we will use to compare the different methods considered.
Then we will describe the data sets we have chosen for this work and all the
parameters used.

4.1 Measuring error: geometric mean on positive and negative

examples

Weiss and Hirsh [14] show that the error rate of the classification of the rules of
the minority class is 2 or 3 time greater than the rules that identify the examples
of the majority class and that the examples of the minority class are less probable
to be predict than the examples of the majority one.

The most straightforward way to evaluate the performance of classifiers is
based on the confusion matrix analysis. ¿From a confusion matrix for a two class
problem it is possible to extract a number of widely used metrics for measuring
the performance of learning systems, such as Error Rate, defined as Err =

FP+FN
TP+FN+FP+TN and Accuracy, defined as Acc = TP+TN

TP+FN+FP+TN = 1 − Err.
Instead of using the error rate (or accuracy), in the ambit of imbalanced

problems more correct metrics are considered. Specifically, it is possible to derive
four performance metrics that directly measure the classification performance on
positive and negative classes independently:

FSCS 2006 – 67 –
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False negative rate FNrate = FN
TP+FN is the percentage of positive cases mis-

classified as belonging to the negative class;
False positive rate FPrate = FP

FP+TN is the percentage of negative cases mis-
classified as belonging to the positive class;.
True negative rate TNrate = TN

FP+TN is the percentage of negative cases cor-
rectly classified as belonging to the negative class;
True positive rate TPrate = TP

TP+FN is the percentage of positive cases cor-
rectly classified as belonging to the positive class.

These four performance measures have the advantage of being independent
of class costs and prior probabilities. The aim of a classifier is to minimize the
false positive and negative rates or, similarly, to maximize the true negative and
positive rates.

The metric used in this work is the geometric mean [3], which can be defined
as g =

√
a+ · a−, where a+ means the accuracy in the positive examples (TPrate)

and a− is the accuracy in the negative examples (TNrate). This metric tries to
maximize the accuracy of each one of the two classes with a good balance. It is
a performance metric that links both objectives.

4.2 Data sets and parameters

In this study we have considered seven data sets from UCI which have differ-
ent degrees of imbalance. Table 1 summarizes the data employed in this study
and shows, for each data set the number of examples (#Examples), number of
attributes (#Attributes), class name of each class (majority and minority) and
class attribute distribution. All attributes are qualitative.

Table 1. Data sets summary descriptions.

Data set #Examples #Attributes Class (min., maj.) %Class(min.,maj.)

Glass 214 9 (Ve-win-float-proc, remainder) (7’94,92’06)

Pima 768 8 (1,0) (34’77,66’23)

Yeast 1486 8 (mit,remainder) (16’49,83’51)

Ecoli 336 7 (iMU, remainder) (10’42,89’58)

Haberman 306 3 (Die, Survive) (26’47,73’53)

New-thyroid 215 5 (hypo,remainder) (16’28,83’72)

Vehicle 846 18 (van,remainder) (23’52,76’48)

In order to realize a comparative study, we use a ten folder cross validation
approach We consider the following parameters and functions:

– Number of labels per fuzzy partition: 5 and 7 labels.
– Computation of the compatibility degree: Min t-norm.
– Combination of the compatibility degree and the certain rule degree: Min

t-norm.
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– Inference method: Classic method (winning rule) and additive combination
among rules classification degree per class (addition) [8].

In table 2 we show the percentages of examples for each class after balancing.

Table 2. Average of class percentage after balancing.

Balance Method % Positives (minority class) % Negatives (majority class)

CNN TomekLinks 63.23 36.77
CNNRb 81.29 18.71
NCL 25.52 74.48
OSS 34.56 65.44
RandomOS 50.00 50.00
RandomUS 50.00 50.00
SMOTE 50.00 50.00
SMOTE ENN 52.85 47.15
SMOTE TomekLinks 54.35 45.65
TomekLinks 23.84 76.16

5 Analysis of experiments

We have divided our study into three parts: the analysis of the use of prepro-
cessing for imbalanced problems, the study of the effect of the FRM and finally
the analysis of the influence of the granularity applied to the linguistic partitions
together with the inference method.

Tables 3 and 4 show the global results (in training and test sets) for all the
data-sets used in the experimental study, showing the behaviour of the FRBCSs.
Each column represents the following:

– the FRM used (WR for the Winning Rule and AC for Additive Combination)
and the number of labels employed (5-7),

– the balancing method employed, where “none” means that the original data
set is maintained for training,

– the accuracy per class (a− y a+) where the subindex indicates if it refers
to training (tr) or test (tst). It also shows the geometric mean (GM) for
training (TR) and test (TST).

1. The effect of the preprocessing methods: Our results show that in
all the cases pre-processing is a necessity to improve the behaviour of the
learning algorithms.
Specifically it is noticed that the over-sampling methods provide very good
results in practice. We found a kind of mechanism (the SMOTE pre-process
family) that are very good as pre-process technique, both individually and
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Table 3. Global Results WMWR.

Classifier Balancing Method a−
tr a+

tr GMTR a−
tst a+

tst GMTST

FRBCS-WR5 CNN TomekLinks 23.86 98.59 45.04 22.49 91.14 40.9

FRBCS-WR5 CNNRb 70.15 73.84 68.64 65.84 63.41 60.01

FRBCS-WR5 NCL 90.87 67.23 74.54 87.26 56.13 64.26

FRBCS-WR5 None 98.68 52.74 68.61 94.51 39.78 55.01

FRBCS-WR5 OSS 86.28 62.01 71.46 83.82 52.45 63.54

FRBCS-WR5 RandomOS 82.33 88.31 84.77 76.9 72.88 74.46

FRBCS-WR5 RandomUS 72.28 87.53 78.11 68.06 77.59 70.61

FRBCS-WR5 SMOTE 81.19 88.32 84.13 75.91 74.86 75.11

FRBCS-WR5 SMOTE ENN 74.41 90.7 81.56 70.01 80.06 74.29

FRBCS-WR5 SMOTE TomekLinks 71.94 94.22 81.69 67.94 83.51 74.8

FRBCS-WR5 TomekLinks 93.88 63.62 73.79 90.2 51.29 62.35

FRBCS-WR7 CNN TomekLinks 30.21 99.1 52.31 26.85 80.1 43.81

FRBCS-WR7 CNNRb 65.04 80.25 70.08 58.17 53.87 51.77

FRBCS-WR7 NCL 89.13 80.81 83.82 79.02 55.34 60.89

FRBCS-WR7 None 99.02 66.8 79.22 87.13 42.9 55.68

FRBCS-WR7 OSS 74.83 65.48 69.69 68.91 46.38 55.11

FRBCS-WR7 RandomOS 89.54 91.19 90.23 76.54 63.36 69.33

FRBCS-WR7 RandomUS 67.23 92.14 77.38 59.51 69.5 63.08

FRBCS-WR7 SMOTE 86.7 92.19 89.23 74.04 66.64 69.95

FRBCS-WR7 SMOTE ENN 80.68 92.02 85.95 70.46 70.3 70.04

FRBCS-WR7 SMOTE TomekLinks 78.94 94.99 86.35 68.7 73.47 70.87

FRBCS-WR7 TomekLinks 93.16 75.46 82.46 83.17 50.88 59.73

the hybrid ones. In this way, for FRBCSs we have highly competitive models.
Nevertheless, this over-sampling can introduce an additional computation
cost if the dataset is relatively large.
Also we may stress that the results in the case of no preprocess method is
employed are very high for the negative class (majority) but quite low for the
positive one (minority); hence the clear necessity of the preprocess methods.

2. The reasoning method: Analyzing the tables we find that there are no
great differences between the type of FRM.

3. Granularity analysis: It is empirically shown that a big number of labels
produces over-fitting, the training results are significantly better than the
test ones when 7 labels per variable are used. This situation is evident in
table 5. Besides, we must note that we are using relatively small databases
and with few attributes, which stresses more this undesirable behaviour.

6 Concluding remarks.

In this work we analyze the behaviour of the FRBCSs applied to classification
problems with imbalanced data sets and the cooperation with pre-processing
methods of instances.
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Table 4. Global Results FRBCS-AC.

Classifier Balancing Method a−
tr a+

tr GMTR a−
tst a+

tst GMTST

FRBCS-AC5 CNN TomekLinks 25.81 96.88 44.7 24.9 89.71 41.26

FRBCS-AC5 CNNRb 69.47 71.54 66.12 66.04 62.05 59.15

FRBCS-AC5 NCL 90.85 63.55 72.02 87.09 54.41 62.86

FRBCS-AC5 None 98.42 46.18 63.7 94.65 36.04 52.2

FRBCS-AC5 OSS 86.74 57.6 68.52 84.98 50.74 62.47

FRBCS-AC5 RandomOS 90.74 73.81 81.03 86.23 61.85 71.39

FRBCS-AC5 RandomUS 70.79 88.23 77.49 67.17 81.36 71.83

FRBCS-AC5 SMOTE 87.35 78.84 82.34 83.08 66.62 72.57

FRBCS-AC5 SMOTE ENN 80.28 85.84 82.55 76.71 73.47 74.24

FRBCS-AC5 SMOTE TomekLinks 77.33 88.56 81.9 73.53 75.28 72.66

FRBCS-AC5 TomekLinks 93.99 58.55 70.48 90.92 49.03 60.94

FRBCS-AC7 CNN TomekLinks 29.15 98.04 50.63 26.58 80.03 43.12

FRBCS-AC7 CNNRb 64.77 77.46 67.73 58.76 55.38 50.37

FRBCS-AC7 NCL 89.54 77.48 81.72 79.45 54.16 60.34

FRBCS-AC7 None 98.82 62.14 75.74 87.38 40.91 54.36

FRBCS-AC7 OSS 75.92 62.24 68.17 70.17 43.17 50.91

FRBCS-AC7 RandomOS 94.06 78.71 85.3 81.54 53.9 63.62

FRBCS-AC7 RandomUS 67.33 91.2 77.28 60.46 69.28 63.79

FRBCS-AC7 SMOTE 90.66 84.94 87.5 78.79 58.31 65.2

FRBCS-AC7 SMOTE ENN 84.38 87.81 85.91 74.94 63.49 68.24

FRBCS-AC7 SMOTE TomekLinks 82.3 91.13 86.23 72.71 65.57 67.62

FRBCS-AC7 TomekLinks 93.06 72.83 80.42 83.7 50.34 59.53

Table 5. FRBCS with 5 labels opposite 7 labels.

FRM Balancing Method GMTR 5 GMTR 7 GMTST 5 GMTST 7

Winning Rule RandomOS 84.77 90.23 74.46 69.33

Winning Rule SMOTE 84.13 89.23 75.11 69.95

Winning Rule SMOTE TL 81.69 86.35 74.8 70.87

Additive Comb. SMOTE 82.34 87.5 72.57 65.2

Additive Comb. SMOTE ENN 82.55 85.91 74.24 68.24

Additive Comb. SMOTE TL 81.9 86.23 72.66 67.62

The main conclusions of our analysis are: the necessity of using pre-processing
instances methods to improve the balance between classes before the use of
the FRBCS method, the similar behaviour of the two fuzzy reasoning methods
analyzed, and the over-fitting produced when we use a high number of labels
per variable.

We must point out that FRBCSs with 5 labels do not reach high classification
percentages in training. It seems that classes with very few examples may need
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labels with a low support that enables to obtain the information associated to the
class, but without including examples from the other class. It seems interesting
to post-process the rule base by means of tuning methods and/or the integration
of labels in a different granularity level to gather all the possible information.

Following this idea, our future work will deal with this problem. We want
to use a post-processing 2-tuples and 3-tuples tuning, two methods that have
shown a good behaviour adjusting the support of the membership functions for
regression problems [1,2].
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We introduce a new approach to classification which combines pairwise de-
composition techniques with ideas and tools from fuzzy preference modeling.
More specifically, our approach first decomposes a polychotomous classification
problem involving m classes {c1 . . . cm} into an ensemble of binary problems, one
for each pair of classes (ci, cj). The corresponding classifiers Mij are trained on
the relevant subsets of the original training data. Given a new instance x to be
classified, this instance is submitted to every binary learner, the output of which
is assumed to be a score pij ∈ [0, 1]. The latter is interpreted as a fuzzy degree of
preference for class ci in comparison with class cj. By combining the outputs of
all classifiers, one thus obtains a fuzzy preference matrix which is taken as a point
of departure for the final classification decision. In other words, the problem of
classification has now been reduced to a problem of decision making based on a
fuzzy preference relation and, hence, can take advantage of techniques that have
been developed in the latter field. It will be shown that this approach allows
for quantifying different types of uncertainty in classification and is particularly
interesting in the context of reliable classification.
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Abstract. Businesses collect and keep large volumes of customer and
process data as part of their processes. Analysis of this data by business
users often leads to discovery of valuable patterns and trends that other-
wise would go unnoticed and that can lead to prioritization of decisions
on future investments. The majority of tools currently available to busi-
ness users are typically limited to computing summary statistics, simple
visualization and reporting of data. More complex tools that could offer
possible explanations for observations, discover knowledge, or allow mak-
ing predictions are usually aimed at an academic audience or at users
who are highly trained in analytics. However, it is business users with lit-
tle experience in analytics who require access to tools that allow them to
easily model customer behavior and build future scenarios. In this paper
we look at a selection of next generation data analysis systems we have
developed to support business users in performing advanced analytics.

1 Introduction

Typically, data analysis software is called ”intelligent” if it uses advanced ana-
lytics derived from artificial intelligence, computational intelligence or machine
learning. However, from a user perspective software is only intelligent if it can
work – at least to some extent – on behalf of the user, solve problems automat-
ically and present relevant results in an intuitive and comprehensible manner.
That means the intelligence level of a software platform is not only based on
the cleverness of some algorithms or the complexity of the knowledge that it
can represent, but largely also on its usability for a particular user domain. In
the business intelligence domain we encounter mainly business users who are
experts in their domain, but have typically very little understanding of data
analysis issues. We need to provide intelligent automated tools to these users in
order to empower them and to reduce their dependence on analysts who are rare
and expensive. Users should not be bothered with model parameters and model
building beyond the selection of the data that they want to use.
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2 Automatic Data Exploration and Pattern Discovery

Nowadays, enterprises are confronted with a rapidly changing business environ-
ment. As markets, innovations and customers are changing faster than ever be-
fore the key to survival for businesses is the ability to detect, assess and respond
to changing conditions rapidly and intelligently. Discovering changes and react-
ing to or acting upon them before others do has therefore become a strategical
issue for many companies.

Many businesses collect huge volumes of data over long periods. This data
reflects changes in processes, markets or customer behaviour and it is crucial
for businesses to detect such changes early and precisely. Existing data analysis
techniques are insufficient for this task because they assume the domain under
consideration is stable over time and that the user knows what to look for and
which analysis approach he should use. The widely used method of defining key
performance indicators (KPI) is too weak to detect changes early enough or to
identify new business drivers that suddenly have become important.

We have developed a framework for intelligent data exploration (IDEAL)
that detects changes within a data set at virtually any level of granularity [1].
IDEAL does association rule mining on a data set at different points in time
and subsequently analyses how detected rules have changed over time. Based on
four different trend measures and partial contradictions between rules IDEAL
assesses how interesting a detected change or stability potentially is. It then uses
a fuzzy rule base to combine the different measures into a single interestingness
score for each rule and presents a list of association rules ordered by their scores.

IDEAL uses methods for pruning temporally redundant association rules [2],
and can learn from user feedback to discard rules over irrelevant variables and
to focus on an area of particular interest. IDEAL is domain-independent and
the user does not need to instruct IDEAL what to search for. IDEAL can po-
tentially discover any combination of attribute values that display an interesting
temporal development. Thus it can serve as an fully automatic early warning sys-
tem that discovers threats and opportunities well before threshold-oriented KPI
models could react. The detected patterns can trigger an in-depth analyses and
potentially lead to predictive models that can be used in business applications.

3 Automatic Model Building

In order to support their planning activities and to facilitate pro-active deci-
sion making more and more businesses use models derived from data to predict
changes in processes, markets or customer behaviour. Data analysis tools that
are commercially available today and support predictive modelling are still very
much a collection of data analysis methods that require analysis experts as users.
The user not only needs domain knowledge about the data, but he also needs
to know which data analysis methods are applicable to his problem, which ones
meet some special requirements for the solution, how data needs to be prepared
for the chosen method and finally, how the method needs to be configured.
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On the other hand, many business users are keen to employ data analysis to
make use of data that is being collected. Although a great proportion of typical
analysis problems look quite simple to a data analysis expert, business users
are overwhelmed by the sheer knowledge that is required to use current tools.
We consider this one of the reasons for the fact that modern machine learning
techniques like decision trees, neural networks, fuzzy techniques, support vector
machines etc. are still not industry standard.

Business users require a much more user- or problem-oriented approach to
data analysis. Rather than knowing analysis methods, they are experts in the
data domain and they know what they want to achieve with data analysis. If
they only knew how. They might know, for example, that they want to classify
insurance claims as fraudulent or non-fraudulent, given historic information of
the customer and the current case. They might want to understand, how the
analysis method actually classifies customers (e.g. with a rule set), they might
require a certain classification accuracy and that the algorithm is so simple that
it can be implemented as an SQL query. Ideally, such users would simply like
to feed all these high-level requirements and the data into a tool that would
then automatically find the best algorithm in terms of requirements, configure
it, run it and create a software module that can be plugged into the business
application.

Based on these ideas we developed SPIDA (Soft computing Platform for
Intelligent Data Analysis) [6] and equipped it with a Wizard that, to certain
extent, does most of the things mentioned above. SPIDA uses a fuzzy expert
system for selecting the most appropriate data analysis algorithm given a prob-
lem definition, a set of requirements and a data file. Once an algorithm has been
selected SPIDA can determine appropriate parameters for the model creation
(learning) process, automatically build (several versions of) different models in
parallel and determine how well they match the user requirements. Finally, a
successful model is turned into a Java software module that can be plugged into
application software.

4 Customer Analytics – An Application

Many large businesses regularly conduct customer surveys in order to understand
different aspects of customer attitudes and expectations. Typically, survey re-
sults are analysed statistically to highlight, for example, customer satisfaction
in different areas. Such reports can pinpoint areas where customer satisfaction
should be improved, but they do not provide information about dependencies
between different influence factors and they cannot be used as a planning tool.

We have developed iCSat – a platform for intelligent customer satisfaction
modelling [4, 5]. The approach of the software is to analyse the dependencies
between all satisfaction indicators and to automatically learn a Bayesian net-
work to represent a probabilistic model of customer responses. This model can
then be used to plan changes in selected satisfaction indicators and to under-
stand the influence on other indicators. This allows users to plan projects for
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improving customer satisfaction and to tackle the most promising indicators for
improvement.

iCSat is a Java-based client/server application. The user is provided with an
intuitive client that connects to a server that manages data in the user’s database
schema and carries out the automatic model building process. For learning the
structure of a Bayesian network we use a combination of the K2 algorithm by
Cooper and Herskovitz [3] and the algorithm by Singh and Valtorta [7]. The
parameter learning is handled by the Java library of the commercial Bayesian
tool Netica (www.norsys.com) that is also used to represent and run the model.
iCSat allows users to determine the main influences for any variable and run
different types of what-if scenarios.
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In the last decade graphical models have become one of the most popular
tools to structure uncertain knowledge about high-dimensional domains in order
to make reasoning in such domains feasible. Their most prominent representa-
tives are Bayesian networks and Markov networks. For both types of networks
several clear, correct, and efficient propagation methods have been developed,
with join tree propagation and bucket elimination being among the most widely
known. With these methods it is possible to condition the probability distribu-
tion represented by a graphical model on given evidence, i.e. on observed values
for some of the variables, a reasoning process that is also called focusing. Efficient
and user-friendly commercial tools for this task, like HUGIN and NETICA, are
widely available. In practice, however, the need also arises to support a variety
of additional knowledge-based operations on graphical models, where revision,
updating, the fusion of networks with relational rule systems, network approxi-
mation, and learning from data samples are some of the most important ones.
Furthermore, it is essential to provide software tools in order to make interactive
planning, reasoning, and decision making feasible, even in complex networks of
real world applications.

The research to be reported about here was mainly triggered by ISC’s consult-
ing of the automobile manufacturer Volkswagen Group, where Markov networks
are now established for item planning and capacity management. In opposite
to many competing car manufacturers, Volkswagen Group favours a marketing
policy that provides a maximum degree of freedom in choosing individual spec-
ifications of vehicles. That is, considering personal preferences, a customer may
select from a large variety of options, each of which is taken from a so-called
item family that characterizes a certain line of equipment. Typical examples in-
clude body variants, engines, gearshifts, door layouts, seat coverings, radios, and
navigation systems. In case of the VW Golf - being Volkswagen’s most popular
car class - there are about 200 families with typically 4 to 8 values each, and a
total range of cardinalities from 2 up to 150. In applications of such complexity,
the importance of performance aspects is obvious, since it turns out that item
planning, even when reduced to a single vehicle class within a single planning
week, requires handling Markov networks of about 150 cliques and maximum
dimensionalities of at least 12 for individual cliques. As a consequence, domains
with a cardinality of more than 100,000,000 elements have to be considered, and
in total we have to deal with about 2,000 of such networks.
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The planning problem is addressed by a project called EPL (Eigenschafts-
planung, item planning) that was initiated in 2001 by Corporate IT, Sales, and
Logistics of the Volkswagen Group. The aim was to develop an item planning
system common to all trademarks that reflects a modelling approach based on
Markov networks. System design and most of the implementation work of EPL
is currently done by Corporate IT. The mathematical modelling, theoretical
problem solving, and the development of efficient algorithms, extended by the
implementation of a new software library called MARNEJ (MARkov Networks
in Java) for the representation of Markov networks and the above-mentioned
functionalities have been entirely provided by ISC Gebhardt. The world-wide
rollout of the system EPL to all trademarks of the Volkswagen Group reflects
the current state of the project. Up to 15 system developers implemented a
client-server architecture in Java. The planned configuration uses 6 to 8 Hewlett
Packard machines with 4 AMD Opteron 64-Bit CPUs and 24 GB of main mem-
ory each, and a terabyte storage device. The system is running Linux and an
Oracle database system.

The presentation refers to new theoretical and algorithmic results as well as
some details on the Volkswagen application.
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Abstract. Resampling methods are among the best approaches to de-
termine the number of clusters in prototype-based clustering. The core
idea is that with the right choice for the number of clusters basically the
same cluster structures should be obtained from subsamples of the given
data set, while a wrong choice should produce considerably varying clus-
ter structures. In this paper I give a brief overview how such resampling
approaches can be transferred to fuzzy and probabilistic clustering.

1 Introduction

A core problem of prototype-based clustering algorithms—like classical c-means
[12, 17], its fuzzy counterpart (fuzzy c-means) [2, 13], or expectation maximiza-
tion for mixtures of Gaussians [5, 7]—is that they require the number of clusters
to be known in advance. A common approach to tackle this problem is to cluster
the data set several times, each time with a different number of clusters from a
user-specified range, and then to choose the number of clusters yielding the best
evaluation (see, for example, [2, 13, 4] for overviews of evaluation measures).

In this paper I study an alternative approach that has recently attracted a lot
of attention in crisp and probabilistic clustering. The core idea is that if we cluster
subsamples of the given data set with the “right” number of clusters, we should
end up with basically the same cluster structure in each run. With a “wrong”
number of clusters, however, the clustering result should be unstable, showing
considerable variation between different subsamples. Thus, by measuring the
stability of the clustering result w.r.t. subsampling (similarity of results from
different runs), one may be able to determine the “best” number of clusters:
it is the one for which the clustering results are most stable.

Intuitively, one may think of this as follows: if the “true” number of clusters
is c and we try to find c+1 clusters, one cluster has to be split. If we try to find
c−1 clusters, some pair of clusters has to be merged. As it depends on particular
properties of the subsample which cluster is split or which clusters are merged,
we should get somewhat differing structures in each run. By measuring how well
the clustering results coincide, we can thus discover such situations and choose
the number of clusters based on this information.

In addition to a general discussion of this highly promising approach, I study
experimentally how the choice of t-norms in the needed relative cluster evaluation
measures (to combine membership degrees) affects the quality and clarity of the
results, that is, how well the “best” number of clusters can be determined.
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Table 1. Contingency table compar-
ing rows of two (crisp) partition ma-
trices (i and k are the cluster indices).

2 Relative Cluster Evaluation Measures

Relative cluster evaluation measures compare two partitions of given data, each
of which can be described by a c × n partition matrix U = (uij)1≤i≤c,1≤j≤n,
where c is the number of clusters and n the number of data points. An element
uij of such a matrix states, in the crisp case, whether the j-th data point belongs
to the i-th cluster (uij = 1) or not (uij = 0). In the fuzzy case, uij is the degree
of membership to which the j-th data point belongs to the i-th cluster (usually
satisfying the constraint ∀j; 1 ≤ j ≤ n :

∑c
i=1 uij = 1).

The main problem of the comparison is how to relate the clusters of one
partition to the clusters of the other. There are basically three solutions: (1) for
each cluster in the one partition we determine the best fitting cluster in the other,
(2) we find the best row permutation, that is, the best one-to-one mapping of the
clusters, or (3) we compare indirectly by first setting up a coincidence matrix for
each partition matrix, which records for each pair of data points whether they
are assigned to the same cluster or not, and then compare these matrices. Here
I confine myself to the second and the third alternative.

2.1 Comparing Partition Matrices

To compare two c × n partition matrices U(1) and U(2) directly, we need a
measure that compares two rows, one from each matrix. Such measures can be
derived from measures comparing binary classifications, like, for example, the
accuracy or the F1-measure [19]. Formally, we set up a 2 × 2 contingency table
for each pair of rows, one from each matrix (cf. Table 1). That is, for each pair
(i, k) ∈ {1, . . . , c}2 and each row-column pair (a, b) ∈ {0, 1}2 we compute

n
(i,k)
ab

(
U(1),U(2)

)
=

n∑
j=1

(
(1 − a) + (2a − 1) u

(1)
ij

)
·
(
(1 − b) + (2b − 1) u

(2)
kj

)
.

(In the following I generally drop the arguments U(1) and U(2) to make the for-
mulae easier to read.) These numbers may also be computed from fuzzy mem-
bership degrees, where they have a fairly natural interpretation: in the crisp
case, n11 is the number of data points that are assigned to the i-th cluster of the
first partition and to the k-th cluster of the second partition, where the and is
formally expressed by a product. Allowing membership degrees from [0, 1] and
drawing on the theory of fuzzy logic, we see that this is only a special case of
a t-norm that combines the two statements. Hence, in the general case, we may
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replace the product by an arbitrary t-norm. Analogously, the expressions 1−uij

(for a = 0 or b = 0) can be seen as resulting from an application of the standard
fuzzy negation, and indeed: they refer to negated statements “The j-th data
point does not belong to the i-th cluster.” In this way we achieve a straightfor-
ward generalization of all following measures to fuzzy clustering results.

From the numbers n
(i,k)
ab computed above we may now compute any mea-

sure for evaluating a binary classification, maximizing the result over all row
permutations.1 An example is the (averaged) F1 measure [19]

F1

(
U(1),U(2)

)
= max

ς∈Π(c)

1
c

c∑
i=1

2 πi,ς(i)ρi,ς(i)

πi,ς(i) + ρi,ς(i)
,

where Π(c) is the set of all permutations of the c numbers 1, . . . , c and cluster-
specific precision and recall are

πi,k =
n

(i,k)
11

n
(i,k)
01 + n

(i,k)
11

and ρi,k =
n

(i,k)
11

n
(i,k)
10 + n

(i,k)
11

.

Another example is (cross-classification) accuracy, averaged over all columns:

Qacc

(
U(1),U(2)

)
= max

ς∈Π(c)

1
cn

c∑
i=1

(
n

(i,ς(i))
00 + n

(i,ς(i))
11

)
.

Two partition matrices U(1) and U(2) are the more similar, the higher the values
of the (averaged) F1 measure or the (cross-classification) accuracy. An alternative
is a simple mean squared difference comparison of the partition matrices (which,
at least to my knowledge, has not been used before). That is, we compute

Qdiff

(
U(1),U(2)

)
= min

ς∈Π(c)

1
cn

c∑
i=1

n∑
j=1

(
u

(1)
ij − u

(2)
ς(i)j

)2
.

The smaller this measure, the more similar are the partitions.

2.2 Comparing Coincidence Matrices

As an alternative to comparing partition matrices directly, one may first compute
from each of them an n×n coincidence matrix, also called a cluster connectivity

matrix [16], which states for each pair of data points whether they are assigned
to the same cluster or not. Formally, a coincidence matrix Ψ = (ψjl)1≤j,l≤n can
be computed from a partition matrix U = (uij)1≤i≤c,1≤j≤n by

ψjl =
c∑

i=1

uijuil.

These values may also be computed from fuzzy membership degrees, possibly
replacing the product (which represents a conjunction) by some other t-norm.
1 Note that with the so-called Hungarian method for solving optimum weighted bi-

partite matching problems [18] the time complexity of finding the maximum over all
permutations for given pairwise column comparison values is O(c3) and not O(c!).
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ψ
(2)
jl = 1 ψ

(2)
jl = 0 Σ

ψ
(1)
jl = 1 N11 N10 N1.

ψ
(1)
jl = 0 N01 N00 N0.

Σ N.1 N.0 N..

Table 2. Contingency table for com-
paring (crisp) coincidence matrices
(the indices 1 and 0 mean same and
different cluster, respectively).

Such matrices are compared by computing statistics of the number of data
point pairs that are in the same group in both partitions, in the same group in
one, but in different groups in the other, or in different groups in both. Formally,
we compute a 2×2 contingency table (cf. Table 2) containing the numbers (which
are basically counts of the different pairs

(
ψ

(1)
jl , ψ

(2)
jl

)
)

Nab

(
Ψ(1),Ψ(2)

)
=

n∑
j=2

j−1∑
l=1

(
(1 − a) + (2a − 1)ψ

(1)
jl

) (
(1 − b) + (2b − 1) ψ

(2)
jl

)
,

where an index a, b = 1 stands for “same group” and an index a, b = 0 stands for
“different groups”. (The arguments Ψ(1) and Ψ(2) are dropped in the following.)
Again the product may be replaced by any t-norm (note that ψjl ∈ [0, 1], since
fuzzy clustering satisfies ∀j; 1 ≤ j ≤ n :

∑c
i=1 uij = 1). From these numbers a

large variety of measures may be computed, including the Rand statistic

QRand

(
Ψ(1),Ψ(2)

)
=

N11 + N00

N..
,

which is a simple ratio of the number of data point pairs treated the same in
both partitions to all data point pairs, and the Jaccard coefficient

QJaccard

(
Ψ(1),Ψ(2)

)
=

N11

N11 + N10 + N01
,

which ignores negative information, that is, pairs that are assigned to differ-
ent groups in both partitions. Both measures are to be maximized. Another
frequently encountered measure is the Folkes–Mallows index

QFolkes-Mallows

(
Ψ(1),Ψ(2)

)
=

N11√
(N11 + N10)(N11 + N01)

,

which can be interpreted as a cosine similarity measure and thus is also to be
maximized. A final example is the Hubert index

QHubert

(
Ψ(1),Ψ(2)

)
=

N..N11 − N1.N.1√
N1.N.1N0.N.0

,

which may either be interpreted as a product-moment correlation or as the square
root of the (normalized) χ2 measure. It should be clear that this list does not
exhaust all possibilities. Basically all of the abundance of measures, by which
(binary) vectors and matrices can be compared, are applicable.
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3 Resampling

Resampling methods can be found with basically two sampling strategies. In the
first place, one may use subsampling [8], that is, the samples are drawn without
replacement from the given data set, so that each data point appears in at most
one data subset. This strategy is usually applied in a cross validation style, that
is, the given data set is split into a certain number of disjoint subsets (with two
subsets being the most common choice). The alternative is bootstrapping [6], in
which samples are drawn with replacement, so that a data point may appear
multiple times in the same data subset. There are good arguments in favor and
against both approaches, but the results often do not differ much.

Resampling is used for cluster validation and model selection as follows:
a cluster model can usually be applied as a classifier, thus enabling us to as-
sign data points, which have not been used to build the cluster model, to the
clusters. In this way we obtain, with the same algorithm, two different groupings
of the same set of data points. For example, one may be obtained by clustering
the data set, the other by applying a cluster model that was built on another
data set. These two groupings can be compared using, for example, one of the
measures discussed in the preceding section. By repeating such comparisons with
several samples drawn from the original data set, one can obtain an assessment
of the variability of the cluster structure (or, more precisely, an assessment of
the variability of the evaluation measure for the similarity of partitions). Such an
approach may be applied to select the most appropriate cluster model—and in
particular, the “best” number of clusters—by executing the above algorithm for
different parameterizations of the clustering algorithm and then to select the one
showing the lowest variability. Specific algorithms following this general scheme
have been proposed in [16, 20, 15], which differ in the exact resampling strategies
and the evaluation measures used. All indicate that this approach is very robust
and a fairly reliable way of choosing the number of crisp clusters.

4 Experiments

I carried out several experiments by applying a resampling approach for fuzzy
clustering based on the above explanations to five data sets. The first three are
artifical two-dimensional data sets of 400 data points each with three, four, and
six clusters, respectively. They are shown in Figure 1. The fourth data set is an
artificial three-dimensional data set of 400 data points with five equally popu-
lated, but ellipsoidal clusters. It is shown on the left in Figure 2. The last data
set is the well-known wine data set from the UCI machine learning repository
[3], a view of which is shown on the right in Figure 2. It comprises three classes of
Italian wines and thus one can expect to find three clusters. I used attributes 7,
10, and 13, which are the most informative w.r.t. the class.

Before clustering all datasets were normalized in all dimensions to mean 0
and standard deviation 1 to rule out scaling effects. The experiments were carried
out with the following resampling scheme: first the whole data set was clustered.
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Fig. 1. Artificial data sets with 3 (equally populated), 4 (differently populated),
6 (equally populated) spherical clusters.

Fig. 2. An artificial data set with 5 (equally populated) ellipsoidal clusters and a view
of the wine data set (attributes 7, 10, and 13).

Then 100 random samples (without replacement) were drawn from the data set,
each of which comprised about half of the data points. (The data set was split
into two equal parts, one of which was used). Each sample was clustered with the
same number of clusters as the full data set and then the two cluster structures
(one obtained from the full data set and one from the sample) were compared
on the full data set using the measures described in Section 2. The evaluation
results were averaged over the 100 samples, thus yielding a stability measure.

In the measures I used four different t-norms to combine membership degrees
and the coincidence matrix entries (see Figure 3 for illustrations):

�min(a, b) = min{a, b}, �minnp(a, b) = min{a, b} if a + b ≥ 1, 0 otherwise,

�prod(a, b) = a · b, �Luka(a, b) = max{0, a + b − 1},
where �minnp is the so-called nil-potent minimum. Since there are two places
where a t-norm is needed in the measures based on comparing coincidence ma-
trices, I tried all pairs of t-norms to explore their interactions. As it turns out,
they cannot be combined freely: some combinations do not work well.
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Fig. 3. The different t-norms used in the experiments.

data diff accuracy F1

min mnp prd Luk min mnp prd Luk

art. 3 4 4 1 1 1 4 5 4 4
art. 4 3 2 4 0 0 3 3 1 3
art. 6 6 6 6 6 6 6 6 6 6
wine 4 4 0 1 1 4 4 0 4

art. 5 4 4 0 1 1 1 1 0 6
wine 5 4 4 0 0 0 0 0 1

Table 3. Overview of the re-
sults of comparing partition
matrices with different mea-
sures and t-norms on the dif-
ferent data sets. Fuzzy c-means
clustering was used for the first
four rows, Gustafson–Kessel
clustering for the last two.

Since it is not possible to show all individual results in this paper (there
are simply too many different experiments), I try to give an impression of the
performance of the different measures (in combination with different selections
of t-norms) by providing a rough overview and reporting some individual re-
sults. The overview is shown in Tables 3 and 4 and uses grades to assess the
performance of the different measures, with the following meanings:

6: clear global optimum at the correct cluster number,
no local optimum at any other cluster number

5: clear global optimum at the correct cluster number,
but there is a (weak) local optimum at another cluster number

4: only weak global optimum at the correct cluster number,
or a competing local optimum at another cluster number

3: clear local optimum at the correct cluster number,
but global optimum is at another cluster number

2: only weak local optimum at the correct cluster number,
or global optimum is significantly higher than local optimum

1: only a discernable step at the correct cluster number,
but not even a weak local optimum

0: no discernable characteristics at the correct cluster number

With grades 6 and 5, maybe also 4, the measure is usable for fully automatic
selection, with grades 4, 3 and 2 for semi-automatic processing (with user inter-
action). With grades 1 and 0 a measure fails to find the correct cluster number.
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Rand min minnp prod Luka

data min mnp prd Luk min mnp prd Luk min mnp prd Luk min mnp prd Luk

art. 3 4 1 1 0 4 1 1 1 4 1 1 0 4 4 4 4
art. 4 4 1 1 0 4 0 1 1 2 1 1 0 3 3 2 2
art. 6 3 6 6 2 3 6 6 6 3 6 1 3 6 6 6 6
wine 4 0 1 0 4 1 1 1 4 0 0 0 4 0 0 0

art. 5 4 0 0 0 4 1 0 0 4 0 0 0 4 4 4 4
wine 4 1 0 0 4 0 0 1 0 1 1 0 0 4 4 0

Jaccard min minnp prod Luka

data min mnp prd Luk min mnp prd Luk min mnp prd Luk min mnp prd Luk

art. 3 0 5 4 5 0 5 6 5 0 5 1 5 5 5 6 5
art. 4 1 3 1 3 1 3 3 3 0 3 0 3 3 3 3 3
art. 6 3 6 6 6 3 6 6 6 3 6 6 6 3 6 6 6
wine 0 4 1 4 0 0 0 5 0 0 0 4 0 0 0 5

art. 5 0 6 0 6 0 6 0 1 0 6 0 1 6 6 1 6
wine 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Folkes min minnp prod Luka

data min mnp prd Luk min mnp prd Luk min mnp prd Luk min mnp prd Luk

art. 3 1 4 4 4 1 5 6 5 0 5 1 5 4 5 6 5
art. 4 1 3 1 3 1 3 3 3 0 3 0 3 3 3 3 3
art. 6 3 6 6 6 3 6 6 6 3 6 6 6 3 6 6 6
wine 0 4 0 4 0 0 0 4 0 0 0 4 0 0 0 4

art. 5 0 6 0 6 0 6 0 1 0 6 0 1 6 6 1 6
wine 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1

Hubert min minnp prod Luka

data min mnp prd Luk min mnp prd Luk min mnp prd Luk min mnp prd Luk

art. 3 4 4 4 4 5 5 6 5 5 4 6 5 5 5 5 5
art. 4 6 4 4 4 3 6 6 6 3 6 6 5 3 3 3 3
art. 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6
wine 4 0 0 4 4 4 4 4 6 4 4 4 4 4 4 4

art. 5 1 6 1 4 0 6 1 6 0 6 1 6 6 6 6 6
wine 6 4 4 6 6 6 1 6 1 6 1 6 1 1 1 1

Table 4. Overview of the results of comparing coincidence matrices with different
measures and t-norms on the different data sets. In each table the upper header row
shows the t-norm for combining coincidence matrix entries, the lower header row the
t-norm for combining membership degres. Fuzzy c-means clustering was used for the
first four rows, Gustafson–Kessel clustering for the last two rows of each table.
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partition matrix coincidence matrix

# diff acc F1 Rand Jacc. Folkes Hubert

2 .0001 .9918 .7606 .7028 .5769 .7317 .3987
3 .0157 .9521 .6799 .6859 .4988 .6650 .3696
4 .0009 .9850 .6851 .7123 .4903 .6579 .4097
5 .0203 .9365 .5885 .6741 .4156 .5870 .3178
6 .0150 .9461 .5691 .6741 .3926 .5636 .3036
7 .0132 .9520 .5542 .6756 .3769 .5473 .2946
8 .0159 .9470 .5213 .6767 .3633 .5329 .2858

Table 5. Fuzzy cluster-
ing results on second artif-
ical data set (4 clusters).
All measures were computed
with the minimum for the t-
norm(s).

partition matrix coincidence matrix

# diff acc F1 Rand Jacc. Folkes Hubert

2 .1135 .4729 .6971 .5968 .2925 .4470 .1299
3 .0337 .6125 .7659 .7745 .2580 .4057 .2667
4 .0066 .7224 .8618 .8709 .3140 .4768 .4033
5 .0022 .7636 .8781 .9076 .3081 .4709 .4203
6 .0109 .7663 .7036 .9299 .2365 .3820 .3449
7 .0122 .7838 .6049 .9477 .2008 .3340 .3068
8 .0103 .8030 .5652 .9602 .1786 .3024 .2820

Table 6. Fuzzy cluster-
ing results on fourth artif-
ical data set (5 clusters).
All measures were computed
with the �Lukasiewicz t-norm
to combine the membership
degrees and the product to
combine the coincidence ma-
trix entries.

These result tables show that one has to be very careful when choosing the
measure and the t-norm(s), since a lot of combinations fail miserably. However,
there are also a lot of combinations that work very nicely. Especially the Hubert
index, which appears to be fairly robust w.r.t. the choice of the t-norms yields
excellent results if either the �Lukasiewicz t-norm or the nil-potent minimum
are chosen to combine the membership degrees. (The t-norm used to combine
the membership degrees is stated in the second header row.) This behavior is
almost independent of the t-norm that is used to combine the coincidence matrix
entries. All other coincidence matrix based measures seem to have problems with
the wine data set (see below for a possible explanation).

Among the partition matrix based measures the newly introduced simple
mean squared difference comparison performs fairly reliably, followed by the
accuracy computed with the minimum as the t-norm. However, none of these
measures quite reaches the performance of the properly parameterized Hubert
index. Therefore the Hubert index seems to be the best choice.

To give an impression of individual results, Tables 5 to 8 show detailed tables
for two artificial data sets and the wine data set. The results in Tables 6 and 8 are
based on Gustafson–Kessel clustering [9], the rest on fuzzy c-means clustering.
The used t-norms are indicated in the table captions. For each column the global
and, if it exists, a relevant local optimum are highlighted.

The results on the wine data set (Table 7) indicate that maybe five clusters
are an alternative to the number of classes (three). However, this may also be
explained by ellipsoidal cluster shapes. The results shown in Table 8 make this
likely, as here no local optima can be observed for five clusters.
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partition matrix coincidence matrix

# diff acc F1 Rand Jacc. Folkes Hubert

2 .0102 .7747 .7668 .7007 .5566 .7139 .4009
3 .0013 .8539 .7689 .8176 .5489 .7091 .5770
4 .0244 .8180 .6032 .8232 .4200 .5878 .4761
5 .0056 .8669 .6409 .8753 .4345 .6049 .5313
6 .0125 .8655 .5556 .8921 .3463 .5129 .4525
7 .0115 .8760 .5039 .9124 .3174 .4813 .4337
8 .0133 .8837 .4510 .9244 .2874 .4463 .4060

Table 7. Fuzzy clustering
results on the wine data
set (3 classes), processed
with fuzzy c-means cluster-
ing. All measures were com-
puted with the nil-potent
minimum for the t-norm(s).

partition matrix coincidence matrix

# diff acc F1 Rand Jacc. Folkes Hubert

2 .0054 .7395 .9581 .7321 .5419 .7023 .4589
3 .0037 .7695 .9305 .8109 .4561 .6262 .4997
4 .0260 .7153 .7099 .8430 .2819 .4388 .3477
5 .0231 .7471 .6421 .8794 .2344 .3789 .3123
6 .0254 .7730 .5537 .9046 .2078 .3433 .2921
7 .0279 .7891 .4587 .9225 .1683 .2883 .2477
8 .0285 .8092 .4075 .9328 .1442 .2534 .2187

Table 8. Fuzzy clustering
results on the wine data
set (3 classes), processed
with Gustafson–Kessel
clustering. All measures
were computed with the
nil-potent minimum for the
t-norm(s).

5 Conclusions

In this paper I transferred resampling ideas that have been used in classical crisp
clustering to fuzzy clustering and introduced the mean squared difference as a
simple, but effective measure for comparing fuzzy and probabilistic partition
matrices. In addition, I explored the influence of different t-norms, which can
be used to combine membership degrees and coincidence matrix entries. As the
experiments show, the resampling approach is applicable to fuzzy clustering,
but one has to be careful which relative cluster evaluation measure to choose
and how to parameterize it: not all measures that work with crisp clustering
also work with fuzzy clustering. The best results are obtained with the Hubert
index, parameterized with either the nil-potent minimum or the �Lukasiewicz t-
norm to combine the membership degrees. A close competitor, which has the
advantage of being simple and straightforward, is a direct comparison of the
partition matrices based on the mean squared difference.
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1 Introduction

Knowledge domain visualization is concerned with the construction of maps that
visualize the structure and the evolution of a field of science. In this paper, we
apply a knowledge domain visualization approach to the field of soft comput-
ing (SC). The focus of the paper is on so-called concept maps. These maps
visualize the associations between concepts in a scientific field.

2 Analysis

We constructed and analyzed a concept map that is based on the abstracts of
the papers that have been accepted for presentation at the 2006 IEEE World
Congress on Computational Intelligence (WCCI 2006). The WCCI 2006 is a
joint conference of the 2006 International Joint Conference on Neural Net-
works (IJCNN 2006), the 2006 IEEE International Conference on Fuzzy Systems
(FUZZ-IEEE 2006), and the 2006 IEEE Congress on Evolutionary Computation
(CEC 2006). The concept map is shown in Fig. 1 and can be examined more
closely using the concept map viewer that we have made available online (see
http://people.few.eur.nl/nvaneck/wcci2006/). In the concept map, concepts are
located in such a way that the distance between two concepts reflects the strength
of their association as accurately as possible. The importance of a concept is in-
dicated by the size of its label, and the distribution of the interest in a concept
over the subconferences of the WCCI is indicated by the color of the concept
label (red = FUZZ-IEEE, green = IJCNN, blue = CEC). In addition to the
concept map, a concept density map was constructed. In the concept density
map, colors are used to indicate the density of concepts (blue = low density,
red = high density). The concept density map is shown in Fig. 2.

Structure of the SC Field. Based on Fig. 1 and 2, a number of observations
concerning the SC field can be made. The well-known division of the field into the
neural networks, fuzzy systems, and evolutionary computation subfields indeed
appears in the concept map. Especially when concept densities are taken into
� The full paper on this topic has been published elsewhere [1].
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Fig. 1. Concept map calculated based on
the WCCI 2006 abstracts.

Fig. 2. Concept density map calculated
based on the WCCI 2006 abstracts.

account (Fig. 2), the three subfields are clearly visible. This observation may be
regarded as a justification for the existence of three separate IEEE conferences in
the SC field. The concept map further shows that the neural networks and fuzzy
systems subfields are less separated from each other than from the evolutionary
computation subfield. So, the evolutionary computation subfield appears to have
a relatively independent position within the SC field.

Developments in the SC Field during the Last Years. We also analyzed
the main developments in the SC field during the last four years. Comparing the
concept maps of the WCCI 2006 and the WCCI 2002 (not shown here), it turns
out that the relations between the main concepts in the SC field have been fairly
stable during the last years. However, the evolutionary computation subfield has
become more independent from the rest of the SC field. Based on a comparison
of the abstracts of the WCCI 2006 and the WCCI 2002, the four most significant
recent developments in the SC field have been identified. These developments
are the increased interest in the areas of differential evolution, multiobjective
evolutionary computation, particle swarm optimization, and support vector ma-
chines. Three out of the four developments have taken place in the evolutionary
computation subfield. In a certain sense, the evolutionary computation subfield
therefore appears to have been the most innovative subfield during the last years.
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Abstract. Enhanced Vision Systems (EVS) are currently developed with the goal to 
alleviate restrictions in airspace and airport capacity in low-visibility conditions. The 
demand for all-weather flight operations becomes most important for the approach 
and landing phase of a flight, when safety concerns resulting from low visibility 
require the nominal airport capacity to be significantly reduced. EVS relies on 
weather- penetrating forward-looking sensors that augment the naturally existing 
visual cues in the environment and provide a real-time image of prominent 
topographical objects that may be identified by the pilot. Infra-red (IR) and 
millimetre-wave (MMW) sensors are currently envisaged as the most promising EVS 
support of pilot vision in low visibility. The recently released final rule of the FAA 
for Enhanced Flight Vision Systems (EFVS) clearly acknowledges the operational 
benefits of such a technology by stating the following: Use of an EFVS with a head-
up display (HUD) may improve the level of safety by improving position awareness, 
providing visual cues to maintain a stabilized approach, and minimizing missed 
approach situations. Although MMW sensors being remarkably better in penetration 
of bad weather than IR sensors the MMW data are difficult to interpret by the human 
being and pilots are in general not able to derive the necessary navigation information 
such as the aircraft's position relatively to the runway directly from the radar image. 
In this contribution a system is presented which provides such navigation information 
primarily based on the analysis of millimetre wave (MMW) radar data. The core part 
of the presented system is a fuzzy rule based inference machine which controls the 
data analysis based on the uncertainty in the actual knowledge in combination with a-
priori knowledge. The quality of MMW images is rather poor and data is highly 
corrupted with noise and clutter. Therefore, one main task of the inference machine is 
to handle uncertainties as well as ambiguities and inconsistencies to draw the right 
conclusions. The output of different sensor data analysis processes are fused and 
evaluated within a fuzzy/possibilistic clustering algorithm whose results serve as 
input to the inference machine. The only a-priori knowledge used in the presented 
approach is the same pilots already know from airport charts which are available of 
almost every airport. The performance of the approach is demonstrated with real data 
acquired during extensive flight tests to several airports in Germany. 
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Abstract. After nearly two decades of data mining research there are
many commercial mining tools available, and a wide range of algorithms
can be found in the literature. One might think there is a solution to
most of the problems practitioners face. In our application of descrip-
tive induction on warranty data, however, we found a considerable gap
between many standard solutions and our practical needs. Confronted
with challenging data, and requirements such as understandability and
support of existing work flows, we tried many things that did not work,
ending up in simple solutions that do. We feel that the problems we fa-
ced are not so uncommon, and would like to advocate that it’s better to
focus on inclusion of domain expert knowledge rather than on complex
algorithms. Interactivity and simplicity turned out to be key features to
success.

1 Introduction

An air bellow bursts: This happens on one truck, on another it does not. Is this
random coincidence, or the result of some systematic weakness?

Questions like these have ever been keeping experts busy at DaimlerChry-
sler’s After Sales Services. Recently, they have attracted even more attention,
when Chrysler’s CEO LaSorda introduced the so-called tag process: a rigorous
quality enhancement initiative that once more stresses the enormous business
relevance of fast problem resolution [1].

This primary goal of quality enhancement entails several tasks to be solved:

– detecting upcoming quality issues as early as possible
– explaining why some kind of quality issue occurs and feeding this information

back into engineering
– isolating groups of vehicles that might suffer a certain defect in the future,

so as to make service actions more targeted and effective.

Our research group picks up common data mining methods and adapts them
to the practical needs of our engineers and domain experts. This contribution
reports on the lessons learned. In particular, we elaborate on our experience that
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the right answer to domain complexity need not be algorithmic complexity—
but rather simplicity. Simplicity opens ways to create an interactive setup which
involves experts without overwhelming them. And if truly involved, an expert
will understand the results and turn them into action.

We will outline the problem setting in Section 2. The subsequent sections
respectively discuss the theoretical aspects, tool selection and model building
methods, each answering the questions of what we tried and what finally worked.

2 Domain and Requirements

2.1 The Data

Most of the data at hand is warranty data, providing information about dia-
gnostics and repairs at the garage. Further data is about vehicle production,
configuration and usage. All these sources are heterogeneous, and the data was
not collected for the purpose of quality mining. This raises questions about re-
liability, appropriateness of scale, and level of detail. Apart from these concerns,
our data has some properties that make it hard to analyze, including

Imbalanced classes: The class of interest, made up of all instances for which
a certain problem was reported, is very small compared to its contrast set.
A typical proportion is 0.1 %.

Multiple causes: A single kind of problem report can sometimes be traced
back to different causes that produced the same phenomenon. Partitioning
the positive class makes it even more sparse.

Semi-labeledness: The counterpart of the positives is not truly negative. If
there is a warranty entry for some vehicle, it is (almost) sure that it indeed
suffered the problem reported on. For any non-positive example, however, it
is unclear whether it carries problematic properties and may fall defective
in near future.

High-dimensional space of influence variables (1000s)
Influence variables interact strongly: Some quality issues do not occur un-

til several influences coincide. And, if an influence exists in the data, many
other non-causal variables follow by showing positive statistical dependence
with the class as well.

True causes not in data: By chance, they are concludable from other, influ-
enced variables.

2.2 The Domain Experts and Their Tasks

Our users are experts in the field of vehicle engineering, specialized on various
subdomains such as engine or electrical equipment. They keep track of what goes
on in the field, mainly by analyzing warranty data, and try to discover upcoming
quality issues as early as possible. If they recognize a problem, they strive for
finding out the root causes in order to address it most accurately.
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They have been doing these investigations successfully over years. Now, data
mining can help them to better meet the demands of fast reaction, well-founded
insight and targeted service. But any analysis support must fit into the users’
mindset, their language, and their work flow.

The structure of the problems to be analyzed varies substantially. This task
requires inspection, exploration and understanding for every case anew. Ideally,
the engineers should be enabled to apply various exploration and analysis me-
thods from a rich repository. And it is important that they do it themselves,
because no one else could decide quickly enough whether a certain clue is rele-
vant and should be pursued, and ask the proper questions. Finding out reasons
of strange phenomena requires both comprehensive and detailed background
knowledge.

Yet, the engineers are not data mining experts. They could make use of data
mining tools out of the box, but common data mining suites already require dee-
per understanding of the methods. Further, the users are reluctant to accept any
system-generated hypothesis if the system cannot give exact details that justify
this hypothesis. The bottom line is that penetrability and, again, interactivity
are almost indispensable features of any mining system in our field.

3 Understanding the Task

Let us first have a theoretical look at the problem. It is noteworthy that we will
meet the following arguments again when we investigate individual methods.

3.1 What we tried

A great portion of the task can be seen as a classification problem. We would
like to separate the good from the bad. It may be possible to tell for any vehicle
whether it might encounter problems in the future. And if we choose a symbolic
method, we can use the model to explain the problem.

But as stated above, data is semi-labeled, and the problem behind the po-
sitive class may have multiple causes. These properties act as if there were a
strong inherent noise that changes the class variable in either direction. While
classifier induction tries to separate the classes in the best possible way but
returns unpredictable, arbitrary results when noise increases, it suffices for our
application to grab the most explainable part of the positives and leave the rest
for later investigation or, finally, ascribe it to randomness. In other words, we
experienced that anything beyond partial description is seldom adequate.

So we came up with subgroup discovery. It means to identify in any way sub-
sets of the entire object set which show some unusual distribution with respect
to a property of interest. In our case, this property is the binary variable that a
certain quality issue occurred.

Results from subgroup discovery approaches need not be restricted to “ex-
plaining” a class, but can be re-used for picking out objects of interest. This is
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the partial classification we want, where a statement about the contrast set is
not adequate or required.

Still, data properties make subgroup discovery results unusable most of the
time. There are many candidate influences, and they interact strongly. Therefore,
even if the cause could be described by a sole variable, it would be hard to find
it among the set of variables influenced by it otherwise. All these variables,
including the causal one, would refer to roughly the same subset of vehicles with
an increased proportion of positives.

3.2 What works

Subgroup description is to identify the very same subgroups in a way as compre-
hensive and informative as possible. In other words, even if subgroup discovery

results are presented in a human-readable form, the users are left alone to map
these results to synonyms that can be more meaningful in the context of the ap-
plication. In a domain with thousands of influence variables, however, the users
cannot be expected to bear all the (possibly even multivariate) interactions in
their minds. Subgroup description is thus required to provide any reasonable
explanation as long as there is no evidence that some explanation is void or
unjustified.

4 A Tool that Suits the Experts

4.1 What we tried

We had a look at several commercially available data mining suites and tools.
Unfortunately, any of these fell short of the requirements outlined in Section 2.2.

As an overall observation, they were rather inaccessible. Even if they allowed
for interaction at the model building level, they could not present information
like measures in a way suiting the experts. On the other hand, tools of this kind
offer their methods in a very generic fashion so that the typical domain expert
does not know where to start. In short, we believe that the goal conflict between
flexibility and guidance can hardly be solved by any general-purpose application,
where the greatest simplification potential, namely domain adaption, remains
unexploited.

4.2 What works

We ended up in programming a tool of our own. Figure 1 shows a simplified view
of our tool’s process model. It emerged as the union of our experts’ workflows
und thus offers guidance even for users not overly literate in data mining. At the
same time, it does not constrain the user to a single process but allows going
deeper and gain flexibility whereever the user is able and willing to.

For example, the users start with extracting data for further analysis. We
tried to keep this step simple and hide the complexities as much as possible. The
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Complexity upon request

Model
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Data
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Fig. 1. Coarse usage model of our tool. There is a fixed process skeleton corresponding
to the legacy workflow. The user can just go through, or gain more flexibility (and
complexity) upon request.

user just selects the vehicle subset and the influence variables he likes to work
with. A meta data based system cares about joins, aggregations, discretizations
or other data transformation steps. Of course this kind of preprocessing is domain
specific, but still flexible enough to adapt to changes and extensions.

In the course of their analyses, the experts often want to derive variables of
their own. This is an important point where they introduce case-specific back-
ground knowledge. The system allows them to do so, up to the full expressiveness
of mathematical formulas.

In a similar fashion, the system offers both standard reports, suiting the
experts’ needs in most of the cases, up to individually configurable diagrams.
For the sake of model induction, our tool offers currently two branches that
interact and complement each other: decision trees and rule sets.

5 Interactive Decision Trees

Subgroup discovery (and description) can be mapped to partitioning the instance
set into multiple decision tree leaves. At least one tree path should represent a
description of an interesting subgroup. In fact, decision tree induction roughly
corresponds to what our experts had been doing even before getting in touch
with data mining. Hence, decision trees were our first method we chose.

5.1 What we tried

To quickly provide the users with explanation models, it was proximate to build
decision trees automatically as is typically done when inducing tree-based classi-
fiers. However, the experts deemed the results unusable most of the time, because
the split attributes that had been selected by any of the common top-down tree
induction algorithm were often uninformative or meaningless to them: The top-
ranked variable was seldom the factually most relevant one.
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For some time, we experimented with different measures. Literature suggests
measures such as information gain, information gain ratio, χ2 p-value, or gini
index, to mention the most important ones.

However, in an exemplary analysis case, the variable that gave the essential
hint to the expert was ranked 27th by information gain, 41st by gain ratio, 36th
by p-value and 33rd by gini index. We conclude that an automatic induction
process hardly could have found a helpful tree.

5.2 What works

This is where interactivity comes into action. Building trees interactively reli-
eves the measure of choice from the burden of selecting the single “best” split
attribute. The idea is almost trivial: Present the attributes in an ordered list and
let the expert make tentative choices until he finds one he considers plausible.

What remains is the problem of how to rank the attributes in a reasonable
way. But even for ranking, the aforementioned statistical measures proved little
helpful. We explain this by the fact that they are measures designed for classi-
ficator induction, trying to separate the classes in the best possible way. But as
illustrated in Section 3, this is not the primary goal in our application.

Most of the time, we deal with two-class problems anyway: the positive class
versus the contrasting rest. Hence, we can use the measure lift (the factor by
which the positive class rate in a given node is higher than the positive class
rate in the root node). To complement the lift value of a tree node, we use the
recall of the positive class. Both lift and recall are readily understandable for
the users as they have immediate analogies in their domain. Now, focusing on
high-lift paths, the users can successively split tree nodes to reach a lift as high
as possible while maintaining nodes with substantial instance counts.

In order to condense this into a suitable attribute ranking, we must group
attribute values (along with the current node’s children). We require the resulting
split to create at most k children, where typically k = 2 so as to force binary
splits. This ensures both that the split is “handy” and easily understood by the
user, and that the subsequent attribute ranking can be based consistently on the
child node with the highest lift.

To group the children in a reasonable way, we simply sort them by lift. Then,
keeping their linear order, we cluster them using several heuristics: merge smalles
nodes first, merge adjacent nodes with lowest lift difference. Lift and recall of
the resulting highest-lift node are finally combined to a one-dimensional measure
(weighted lift, or “explanational power”) in order to create the ranking.

Grouping is automatically performed during attribute assessment. Still, the
users can interactively undo and redo the grouping or even arrange the attribute
values into any form that they desire. This is important to further incorporate
background knowledge, e.g. with respect to ordered domains, geographical re-
gions, or, in particular, components that are used in certain subsets of vehicles
and should, thus, be considered together.

As an alternative to a ranked list, the user can still get the more natural two-
dimensional presentation of the split attributes (Figure 2). Similar to within a
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Fig. 2. Quality space for the assessment of split attributes. Each dot represents an
attribute, plotted over recall (x axis) and lift (y axis) of the best (possibly clustered)
child that would result. Dots are plotted bold if there is no other dot that is better in
both dimensions. The curves are isometrics according to the coverage-weighted lift.

ROC space, every such attribute is plotted as a point. We use recall and lift as
the two dimensions.

6 Interactive Rule Sets

As an important data property we mentioned that influences interact in a way
that some quality issues do not occur until several influences coincide. While
decision tree building is intuitive, its search is greedy and thus may miss intere-
sting combinations. So the experts asked for an automatic, more comprehensive
search. This led us to rule sets.

6.1 What we tried

A well-known subgroup discovery algorithm is CN2-SD [2]. It induces rules by
sequential covering: By heuristic search, find a rule that is best according to some
statistical measure. Reduce the weights of the covered examples, and re-iterate
until no reasonable rule can be found any more.

The first handicap of this procedure is the same as with decision trees: There
is no measure that could guarantee to select the best influence, here: rule.

But even the hope that a good rule will be among the subsequently mined
ones need not hold: Imagine there are two rules describing exactly the same
example set. CN2-SD will never find both, because by modifying the examp-
les’ weights, the two rules’ ranks will change simultaneously. This however runs
counter the idea of subgroup description, in other words, comprehensiveness at
the textual level rather than mere subset identification.

6.2 What works

We thus came up with an exhaustive search (within constraints). It is realized
by an association rule miner with fixed consequence. This is far from being new,
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and like us, many research groups think about how to handle redundancy within
the results.

What we like to point out here is that once again, the idea of interactivity
produced a simple but effective solution. The expert is enabled to control a CN2-
SD like sequential covering. He picks a rule he recognizes as “interesting” or
“already known”. This is comparable to selecting a decision tree split attribute.
Several measures, fitting into his mindset, support him with his choice. The
instance set is then modified so as to remove the marked influence, and the
expert can re-iterate to find the next interesting rule.

7 Module Interaction

The key property that makes a tool more than the sum of its components, how-
ever, is the facility of module interaction. This is still only partly implemented,
but our users strongly request for it. Indeed it is the feature that allows them to
flexibly apply the methods offered and to take out the respective best of them.

Such sometimes trivial but practically important features include:

– Extracting instance subsets as covered by a rule or tree path and exchanging
them within the modules for deeper analyses or visualization.

– Building a tree with a path as described by a rule in order to take a closer
look at the respective contrast sets.

– Deriving new variables from tree paths or rule antecedents.

8 Conclusion

We reported on our experiences of applying data mining methods in a domain
where data is difficult, analysis tasks change structurally case by case, and thus
a great amount of background knowledge is indispensable. Many approaches
suggested in the literature turned out either too constrained or too complex to
be offered without major adaption. In such a setting, we consider it best to stick
to simple methods, provide these in a both flexible and understandable way, and
settle on interactivity.

Still, there is a wide field to explore. At many points of the process, methods
are needed that support the experts and reduce their routine work load as much
as possible.
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Abstract. This article describes the use of camera based systems to con-
trol autonomous ground conveyors and mobile working machines. Next
to the modern approach towards intelligent automated guided vehicles
the use of computational intelligence such as neural networks, fuzzy sys-
tems, and evolutionary computation is highlighted. An outlook will be
given what can be expected in the near and far future and how it will
influence society.

1 Introduction

In the course of ongoing automation in all industrial areas and everyday life
the demand for complex control systems is increasing. A lot of routine work
still has to be done by individuals as the requirements for interactivity with the
surroundings are high.

In many areas it would be beneficial, either in terms of safety or monetary
aspects, to automate machine and material movement. Therefore systems are
needed that can take over the tasks done by humans. To reach highest possi-
ble flexibility such systems shall need no different surroundings than what is
available for a human operator. In most applications a mix between manual and
automated systems will occur.

2 Ground Conveyors and Mobile Working Machines

Ground conveyors (Fig.1), also called industrial trucks, are the group of vehicles
used for the non-continuous transport of goods in a working environment. They
are not bound to railtracks, run on wheels1 and are steerable. Best known is
the fork-lift2 and the airfield tug, but vehicles come as small as low-level order
pickers and as large as container stackers.

Mobile working machines (Fig.2) are comparable to the ground conveyors.
They are not used for the transportation of goods, but are being driven to the
1 Wheels are most common, but crawler-tracks, hover cushion, or even legs are possi-

ble, too.
2 Counterbalanced truck
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(a) Fork-Lift (b) Airfield Tug (c) Reacher Stacker

Fig. 1. Ground Conveyors

place of work. Best known are road-rollers, street-sweepers, or excavators, but
here, too, sizes and usage vary considerably. Among the rare specimen is the
guardrail post setting machine as mentioned below or the huge bucket-wheel
excavators used for open-pit mining.

(a) Road Roller (b) Street Sweeper (c) Excavator

Fig. 2. Mobile Working Machines

2.1 Reason for Automation

Most of the above mentioned vehicles are being used in an enclosed environ-
ment. This has the benefit that the boundary conditions are known and that
special behaviour rules can be imposed on the work force. In many cases it is
technically, logistically or financially not viable to adapt the constraints to the
mobile machines, often the only givens are the availability of an even track and
space to manoeuvre. All other conditions, like traffic, objects lying in the way,
pedestrians, or changing light conditions, have to be handled by the operator.

As humans are very versatile, but never perfect, they are less well suited for
repetitive tasks. Especially distraction or fatigue are reasons for mistakes, which
in the case of moving machines can lead to accidents. Since the start of the
industrialisation machines took over perseverative tasks, at first the automatic
loom, later more complex machines like welding robots.
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The very high demands for personal safety paired with the need for low costs
asks for the automation of vehicles. A single person can overlook a number of
autonomous vehicles from a safe and worker friendly place.

Additional areas that are well suited are those that are prohibitive for humans
due to heat, contamination, noise or just size3 or distance4.

2.2 Surroundings

What are the surroundings where the automation of the control of vehicles can
take place? In short: anywhere.

Saying this it has to be said that the available computational power is far
from adequate. Also has the software not been developed to the extend needed
for the use in any imaginable setting. But this again is true for a human driver,
too.

For a start areas are chosen with well defined conditions. As long as all the
possible occurrences have been classified with an appropriate action assigned,
the demands for the control system have been met.

2.3 Limitations

The above said is correct and will work well in theory. The real life is the problem.
In most cases the environmental complexity is by far too large to handle it with
a straight forward control concept. Intelligent solutions are needed.

The main problem is the handling of changed conditions. As independent
of concept any proposed system needs sensory data it is a question of which
information can be gathered through these sensors and can the gained data be
classified.

Two examples to clarify the problems. A very simple driverless vehicle uses
a mechanism that steers to a new direction after a given distance. The distance
is being measured by the rotation of the wheels. The first and obvious problem
pose objects lying in the path. A second problem is wheel-slip. As this simple
system is blind against the surrounding it will be doomed to fail through the
simplest problems. But even a system with highly developed sensory data, i. e.
one that is using cameras, can be fooled. Cameras, just like the human eye and
brain, can detect objects by measuring contrast. A simple sheet of paper can, if
only a single image is used for classification, be identified as a hindering object.
The same can happen through sunlight. Shadows cast by the sun have a much
higher contrast than a white line on tarmac. A camera alone will not be enough
if the following software cannot handle the complexity of the received data.

3 Sewers
4 Planet Mars
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2.4 Developments

The field of automated guided vehicles (AGV), a term used for mainly in-house
driverless ground conveyors, is only emerging. Available AGVs use either wired
or wireless sensors for navigation.5

Fig. 3. Wireless AGV

Wired systems need a radio frequency transmitting wire in the ground which
the vehicle will follow. It is not a free moving vehicle and circumnavigating an
obstacle is not within the realms of its possibilities. Avoiding a collision has to
be handled by other means, usually a soft emergency stop bumper6.

The wireless navigation is done by applying reflective targets along the path
which are detected by a laser scanner. From the received data the position can be
calculated. Such a machine is to a certain extent free where it will drive within
a path. Additionally the targets are cheaper and easily repositioned. Still it is a
very limited approach.

2.5 New Approach

The new approach by the author is the very old one used by every human: vision.
There are two good reasons for using vision:

– Images are very detailed and hold all the needed information.
– Humans, and this includes the scientists that develop visual systems, use

their eyes for at least 70% of sensory data and therefore know vision best.
Only the transfer of this knowledge to a technical system is complex and has
to be solved.

5 For easily accessed further information start here: [1, 6].
6 Well known from lift doors.
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In the long term all vehicles, including public and privat transport, will use
visual systems for assistance or complete control.

3 Concept

At the time of writing two systems designed and made by the author exist.
The first is a camera based steering control system for a guardrail post setting
machine (Fig. 4). This machine positions and rams posts into the hard shoulder
of streets and motorways. Crash barriers are afterwards attached to the posts.
The machine works fully automatically and only needs a chalked out line for
guidance.7

(a) Machine (b) Camera Control System

Fig. 4. Guardrail Post Setting Machine with Camera Based Control System

The second system, a camera guided autonomous forklift (CamGAF), is used
for research purposes.[12, 15, 16] A model of a forklift, 3/4” scale, has been chosen
to allow testing of new algorithms in the laboratory (Fig. 5). Such a model
does not have enough space for an on-board computer. Therefore the sensor and
actuator signals are wirelessly transmitted to and from a PC. The sensors consist
of three cameras, two with wide angle lenses for monitoring the surroundings,
one pan and tilt camera for detailed images. Image processing routines on the PC
continuously interpret the image content and decide on how to steer the forklift to
7 Details are classified.
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keep it inside the track, avoid an obstacle or pick up a pallet. The automatically
generated control sequences are transmitted to the vehicle through a wireless
remote control. The research project provides evidence of how computer vision
can be used for the control of autonomous vehicles and in driver assistance
systems.

Fig. 5. Camera Guided Autonomous Forklift (CamGAF)

Through the modular layout of the system it is possible to include and verify
new approaches, especially in image processing, classification, interpretation,
and control. The self-optimisation of those modules and their parameters is also
possible.

3.1 Description of Modules

The system consists of control circles. There is the outer, more visible circle
which contains all the necessary hardware, and the inner software circle.

Starting with the light that is being reflected or radiated from the objects
that span the 3-dimensional space for the vehicle. This light, containing all the
information needed to control the vehicle, is gathered by the main sensor, the
camera. After passing the optics the light is transformed into electrical signals by
a CCD or CMOS chip. These signals are being transferred, wired or wirelessly,
to a digitiser and then on to a computer. What kind of computer, embedded or
PC-based, is being used is facultative and depends on the constraints given by
the environment in which the machine is use and on the needs of the software.
After the software, more about that below, has reached a decision, the action,
mainly steering and speed, is transmitted to the actuators of the machine. This
again can be done wired or wirelessly and might need additional hardware for
the process.
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As the CamGAF is rather small the image data processing is performed off-
board on a standard computer. The video signal is being transmitted wirelessly
(5.8 GHz) to a video receiver which is coupled to the PC by means of a digi-
tiser. The control signals send out from the PC are pass through an embedded
computer to a radio remote control unit. From there the signals are radioed (40
MHz) to an on-board receiver which controls the servos and thus the movement
of the forklift.

The software running on the computer has to handle a number of tasks. An
image processing module is used for image preparation and object detection.
Depending on the properties of the image high-level statistical methods could
be applied for image segmentation.[14, 21] The classification, too, depends on
the complexity of the image contents. If the information within the image is
unpretentious a simple blob analysis or template match will provide the desired
details. The following classification and interpretation is just as straight forward.
With growing image entropy the complexity of the analysis has to be matched.
The classification modules will use methods like fuzzy clustering [7, 8, 19] or
neural networks [3]. It has to be said that such methods are work intensive,
especially at the setup stage. The long term desired goal is a self-learning system.

With growing complexity of the software system and growing number of
modules involved the manual handling, e. g. setting parameters, it no longer
viable. Automatic optimisation using genetic algorithms is a way to handle such
problems.[13, 14, 18, 20] This is used to feed back information among the modules
to gain better performance (cf. Fig. 6).

Fig. 6. Software Modules with Automatic Optimisation

FSCS 2006 – 113 –



3.2 On-Board vs. Off-Board Computing

The CamGAF utilises off-board computing while the post setting machine uses
embedded controllers. It is not generally possible to define which layout is better
or worse. The Tab. 1 lists the pros and cons for both systems.

Table 1. The Pros and Cons

On-Board Computing Off-Board Computing

completely independent machine has to be within reach
relatively small size very small on-board, large off-board (PC)
higher costs PC is standard equipment
no extra costs for data transfer extra transmitting equipment needed
higher energy consumption low on-board energy consumption
software development less user-friendly easy software development
limited choice of hardware large hardware variety
good for mass production good for laboratory and scientific work

For future systems it can be useful to mix both approaches, i. e. having an
on-board control system which switches to off-board if higher processing power
is needed. Off-board systems can also double as manual remote control systems.
A single operator can thus control a large number of vehicles, as a direct inter-
vention is only needed for unforeseen occasions.

4 The Use of Soft-Computing for Autonomous Vehicles

In most cases there is a demand for high computational intelligence. At the
same time systems need to be easily programmable or customisable, either by
an operator, or by a self-learning system.

As the system replaces a human driver the driver’s knowledge and capabilities
have to be utilised. This can be archived using a soft-computing approach.

In many areas of image processing uncertainty can be handled through the
use of fuzzy systems. There is the greyness ambiguity in the early stages, the
geometrical fuzziness, and, if used, statistical fuzziness, and the uncertain know-
ledge during the analysing and interpretation of the data. Using crisp data means
loosing information which can be important at later stages.[14, 22]

As the number of possible approaches is large and the quality of results de-
pend on the properties of the initial data, i. e. the image captured by the camera,
it is still highly case dependent which modules are used for a specific task. In
the future, when computational power is no longer a mayor restraint, the self
optimising within the system will automatically choose the appropriate software
modules. Such software systems will be dynamic with specialised solutions for
individual tasks.

In the following some fuzzy approaches towards vehicle and traffic control
shall be elucidated.
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4.1 Fuzzy Speed and Fuzzy Steering

The well known fuzzy control mechanism can be applied for the speed control
and for steering. Even though it would be possible to calculate an exact speed
and steering angle, this is not necessarily beneficial. The image contents is vague
in itself. This is due to deficiencies in optical properties, sensor resolution and
dynamics, and image noise to name but a few. Additionally it is not necessary
to measure the position of a border line or an obstacle, but to know where about
it is. This reduces the calculatory load and eases the definition and handling.

The classification modules supply fuzzified data which then uses a fuzzy
rulebase to obtain a result. This approach makes it very simple to add or change
rules. This can be used to include information about the load carried, track
conditions, light conditions or even if people are likely to cross the path.

Additionally this will help to handle mechanical hysteresis. Thus it can be
avoided that through constant readjustment of speed or steering angle the me-
chanical and electrical parts are unnecessary stressed.

4.2 Fuzzy Moving Object Positioning

Next to the control of the vehicle itself the surrounding has to be addressed.
As by definition the track is not known before it is being traversed, but only to
a certain extend its properties, it is not a simple task to identify other moving
objects. If the surroundings would be known in detail the contained static objects
could be subtracted and all what is left is a possible obstacle. In simple cases
possible objects may be defined through shape or colour. But as life is not that
simple and the proposed systems shall be used next to human driven machines
approaches with higher computational intelligence have to be applied.

Possible solutions which are being tested are the use of image series [5] and
the use of stereo camera systems [4].

Here, too, the exact identification of objects, i. e. position, size, shape, etc.,
is not necessary. It is enough to derive a classification into moving speed and
moving direction classes. These can be used as fuzzified input data for the speed
and steering control routines mentioned above.

5 Other Uses and Additional Needs

Next to autonomous mobile working machines a vision based control system
can also be used for driver assistance systems. In the beginning such systems
will help the driver to avoid dangerous situations. This may be as simple as an
ultrasonic based parking assistance, which is available for every modern car, or
lane crossing detectors available for some trucks and few cars. Such approaches
are still rather simple compared to the possibilities opened by the use of camera
based systems.

For the development of integrated system, i. e. on-board intelligent cam-
eras that handle all vehicle control tasks, better and more flexible development
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tools are needed. A project has been started to utilise the possibilities of PC-
based graphical programming tools for computer vision. During the experimental
stages the PC system is used and later the software structure is being trans-
ferred onto the intelligent camera, using the cameras own optimised function
libraries.[9]

5.1 Driver Assistance Systems

Almost every car producer is working on driver assistance systems.[4, 17] At
the moment camera based systems still play a minor role. This is due to the
involved complexity and the missing knowledge in this field. Too few scientists
have addressed this field so far, which will change industrial and community
life considerably. Not only the recent demand for intelligent camera surveillance
systems underlines this.

With ongoing development of the driver assistance systems more and more
tasks will be taken over by the system. This is of course always a question of ac-
ceptance, but other electromechanical assistance systems, like anti-lock braking
systems (ABS) or electronic stability control (ESC), have long been accepted
despite first scepticism8.

5.2 Lane Detection

To keep a vehicle within a lane the borders have to be detected. This is the
easiest was to identify a lane.[2, 12, 15, 16] While the vehicle is moving with low
speed the detection can be done with high precision close to the vehicle. The
above mentioned post setting machine uses such a system, as the maximal speed
is about 3 kph. The CamGAF has a higher speed and uses a forward looking
camera position, as a considerable distance is being travelled between frames.
This layout allows realistic speeds, i. e. like those used by human drivers, even
in confined areas.

Cars again are able to drive at even higher speeds. Depending on which frame
rate per second is possible a car may has covered a distance of its own length
when driving fast. As shown in [11] an number of frames are needed to calculate
lane borders with high reliability. This means that the system needs to obtain
information from the road far ahead of the vehicle. To handle the variabilities
of road situations, e. g. rain, snow, darkness, sunshine with shadows, worn out
markings, etc., a complex image processing and classification system is needed.
The above mentioned project uses a special clustering algorithm for classification
and is able to detect lane borders in all conditions without change of parameter
settings.

5.3 Distance Control

The distance or interval control is important to keep enough space for breaking
in an emergency. In the long term communication among cars will avoid such
8 Mainly among the writing guild.
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Fig. 7. Lane Border Detection

dangers, but for the time being assistance systems have to measure the distance
just like a human driver does. Some executive class cars use radar for this task,
but being an active system this has its draw backs. A camera system works
passive, like the human eyes. It was shown in [5] that it is possible to estimate
the distance and the relative movement of other cars on a motorway by just
using a monocular camera.

Fig. 8. Vehicle Distance Control

The equipment needed was a standard video camera to capture the images.
The calculation was performed on a PC in real time.

These two together with other solutions will form future driver assistance
and self-driving systems.

6 Summary

This article gives an insight into the emerging technology of intelligent vision
controlled autonomous vehicles. A number of subjects, that are still part of
ongoing research, have been addressed and ideas for solutions were presented.
Soft-computing is among the important techniques for classification and control
tasks, as well as for self-optimisation of the system.

Self-driving vehicles, either in a working environment or among normal street
traffic, will take an important role in the near future. It is estimated that within
less than two decades all vehicles will have the capability of driverless movement.

Before that fully automated ground conveyers and material handling will be
in widespread use in the industry. Additional needs will arise, like for example
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the theoretically well known truck-and-trailer problem [10, 23, 24], and be solved,
more often than not, with the aid of soft-computing and camera based systems.
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Wolfenbüttel, to be published in 2006.

3. Gail A. Carpenter, Stephen Grossberg, Natalya Markuzon, John Reynolds, and
David B. Rosen. Fuzzy ARTMAP: A neural network architecture for incremen-
tal supervised learning of analog multidimensional maps. IEEE Transactions on
Neural Networks, 3(4):698–713, September 1992.

4. Sabine Eisentraut. Stand der Forschung und Entwicklung zu Fahrerassistenzsyste-
men. Master’s thesis, Fachhochschule Braunschweig/Wolfenbüttel, Wolfenbüttel,
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Extended Abstract 

With intelligent local electricity supply systems it will be possible to optimize the 
electricity supply integral “from below” over closed-loop control circuits. With the 
scenario of the participation of renewable sources of energy in this system, there has 
to be found a stable management for such power producer connected systems. An 
essential part of such a power producer data management system is an efficient 
prognosis tool. Apart from hydraulic energy, photovoltaic and wind power belong 
also anaerobe gas forming reactions to the renewable sources of energy (deposit gas, 
sludge gas, rotten gas, biological gas). By all those power plant types the planning 
with classical balance equations or rather balance equation systems is hardly 
practicable. Because of this there was chosen a Neuro-Fuzzy-approach  for the GPMS 
(Green Power Management System). The processing was motivated by the following 
considerations: Prognosis information can be won from meteorological predictions 
and the measurement-technological acquisition of state variables with the help of 
experience based policy. There are already historical data records for the variation of 
service providence in combination with the variation of state variables for already 
existing installations. 

In the future it must be possible to integrate economic distinctive numbers (energy 
price) in the expectation values. The optimization of the power plant inset can then be 
formed on economical, ecological and storage optimized criteria. At present the 
prototype of GPMS is being tested. The first results will be introduced here. 

– 120 – FSCS 2006



Modelling Corporate Strategy with the Fuzzy
Balanced Scorecard

Prof. Dr. Volker Nissen

TU Ilmenau, FG Wirtschaftsinformatik für Dienstleistungen,
PF 10 05 65, D-98684 Ilmenau,
volker.nissen@tu-ilmenau.de

Abstract. This article discusses the importance of fuzzy aspects within
the context of the balanced scorecard. This is followed by demonstrating
possible approaches towards fuzziness as based on the fuzzy set the-
ory within the framework of an advanced fuzzy balanced scorecard. The
result is a realistic differentiated model of a corporate strategy. One im-
plementation among others is in strategic simulations.1

Key words: balanced scorecard, fuzziness, fuzzy set theory, strategic plan-
ning

1 Brief Overview of the Balanced Scorecard

Widespread agreement that key figure systems solely aimed at the profitability of
a company alone do not suffice in supporting corporate management has existed
for a considerable time [4, p. 350]. In a survey of German companies Schonmann
comes to the conclusion that ”the traditional balance and accounting oriented
planning and management concepts are not suitable to master (...) the dynamic
and turbulent corporate environment.” [12, p. 106, transl.]

Almost one third of the companies surveyed has already reacted to the deficit
and introduced Performance Measurement systems. Since the mid-1980s perfor-
mance measurement subsumes the new conception of key-figure based instru-
ments used in corporate planning and management and can be defined, according
to Gleich, as the assessment of the effectiveness and efficiency of the performance
and the achievement potential of the most varied objects within the company
(for instance, employees, organisational units, processes). A prerequisite here is
the setting up of a performance measurement system which contains quantifiable
key figures of differing dimensions (for instance, related to costs, time, quality,
innovative ability).

The development of the balanced scorecard (BSC) by Kaplan and Norton
represents a milestone in modern performance measurement. It supplements the
traditional accounting oriented view of a company with further non-monetary
dimensions which are seen as driving factors for future performance. Typically
in a BSC distinctions are made between the following perspectives of a company,
although variations may occur:
1 These descriptions are a further development of previous work in [9, 10].
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– Finance perspective: objectives and relevant key figures which stand in direct
relation to the financial results of a company

– Business process perspective (also internal perspective): objectives and the
relevant key figures for the achievement potential of the business processes

– Customer perspective: objectives and relevant key figures for the achievement
potential of the company in terms of the market

– Learning and development perspective: objectives and key figures which re-
flect the company’s potential concerning future market requirements.

The BSC forms the framework for the application of a strategy for a corporate
business unit. Using the BSC the vision of the company for the future should
be communicated throughout the whole organisation. A strategy is regarded
by Kaplan and Norton as a catalogue of hypotheses on the cause-and-effect
relationships of strategic objectives. Objectives are represented by key figures in
the BSC. Key figures reflect critical success factors against competition. The aim
is to create a balance between the internal- and external-oriented measurements.

Management objectives are substantiated by giving target values for each of
the key figures. The key figure system of the BSC should clarify the hypotheses on
the causal relationships between the targets (and their key figures). These inter-
relationships form causal chains connecting the ’subjective’ performance drives
(early indicators) and the ’objective’ critical result key figures (late indicators).
Here the causal chains are finally linked to the financial aims.

The high-priority strategic objectives and their interconnections as expressed
in the corporate strategy form the basis of the BSC key figure system. These
are then broken down to key figure level. The connections may arise within the
same scorecard perspective as well as between one perspective and another 2.
The focus of this procedure lies on a consistent key figure system of objectives
and their related key figures, with which plans for the next three to five years
can be made.

A BSC conceptualised in this way expresses basic assumptions of business.
It helps in evaluating the available potential and provides indications of how
to optimise finances [5, p.143-145, p.293-296], [1, p.79-81], significantly different
from the historical and purely financial key figure system of the past.

The BSC not only forms a key figure system but should also be understood
as a widespread tool in strategic management. It serves the following purposes:

– Harmonising and prioritising strategic objectives needed within the enter-
prise.

– Revealing the effect relationships between the strategic targets within the
various business perspectives

– Communicating strategic objectives and measures required to achieve them
– Breaking down a previously-defined management strategy for the individual

business units

2 A detailed example of a cause-effect relationship between early and late indicators
is given by Kaplan and Norton for the National Insurance company cf. [5, p.154]
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– Strategic feedback-learning which, if necessary, can lead to the adjustment
of the strategy or individual strategic targets.

As a management tool every BSC must be individually tailor-made for the
strategy of each business unit. At its highest level, that is a BSC for a com-
pany or a company business sector, the objectives and the measures required to
achieve these objectives are comparatively global and abstract. Therefore, the
BSC approach allows for hierarchically derived BSCs for subordinate organisa-
tional units, such as departments and teams. In this way the superior objectives
are broken down to the level of local measures to which every employee can
contribute.

2 Related Work

The author is aware of only one similar work, done by Pochert [11] who indepen-
dently developes the concept of a fuzzy Balanced Scorecard. In her thesis, she
starts from the assumption that each strategic target should initially be viewed
as one fuzzy set, modelled with a trapezoidal membership function. This fuzzy
set represents an estimation of what planning experts of the company expect as
a realistic value for this target in the future3.

Before the different scorecard perspectives are connected through cause-and-
effect relationships of strategic objectives, each fuzzy target is converted with
the help of company-specific expert knowledge to a set of linguistic terms. These
terms represent various levels of possible achievement for the fuzzy target. In
her model, no intersections between neighbouring fuzzy sets occur for any key
figure [11, p.228]. An example of Pochert’s modelling approach for fuzzy targets
is given in figure 1, concerning the staff motivation.

Explicitly referring to the principle of fuzzy control [11, p.212], cause-and-
effect relationships between targets in the different scorecard perspectives are
modelled with fuzzy rule bases that contain knowledge about the interconnec-
tions between the targets. In her model, Pochert assumes that input for perfor-
mance drivers within the BSC comes in the form of fuzzy linguistic terms, such
as ”unmotivated” for staff motivation, and ”unqualified” for staff qualification
[11, p. 217 - 218], and the result key figure value, ”complaint response time” in
this example, is determined through the application of rules. The fuzzy BSC is
then used as a scenario tool where different inputs can be used to forecast result
key figures on a coarse level: ”With the help of this fuzzyfied instrument the
planners are in a position to make predictions about future developments of the
company (...)” [11, p. 234, transl.].

While it is acknowledged that Pochert, on a general level, correctly identifies
the value of fuzzy set theory for the BSC, details of her approach appear problem-
atic. There seems to be a fundamental misconception of the BSC approach in her
work. The BSC is a tool to help implement a predefined company strategy using
a top-down approach. Pochert, however, starts from rough estimations (fuzzy

3 For examples concerning financial targets see, for instance, [11, p. 117 - 118].
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Fig. 1. Fuzzy modelling of the strategic target ”staff motivation”and convertion to
linguistic terms by [11, p. 214]

intervals) of input key figures and bottom-up derives fuzzy intervals for result
key figures, such as the ROI, using the BSC as a forecast tool for management.

Consequently, in her own example, possible ROI-results span the interval
from - 6% to +32% [11, p. 228]. This is unrealistic for a top financial key figure
that is intended to help steer the company at a strategic level. Management must
set financial targets in a much more precise way, even though the planned ROI
may be stated as a (narrow) interval, and then answer the question ”What results
are required for related strategic objectives in other BSC perspectives to finally
arrive at the ROI target level we aim for?”. Simulations with a fuzzy-BSC can
help to answer this question and identify the most effective performance drivers,
as will become clear in our own approach described below.

It also a point for discussion to model fuzzy sets without intersections when
you claim to imitate the principle of fuzzy control. Of course it simplifies the
application of fuzzy expert rules when the input comes in the form of linguistic
terms instead of sharp values. Due to this assumption by Pochert, only one
rule will apply in each rule-base at a time for a given combination of inputs.
However, this only very remotely resembles the concept of a technical fuzzy
controller. In fact, a fuzzy controller would use sharp inputs and fuzzify them
based on intersecting fuzzy sets. This in turn means that more than one rule can
be activated in a rule base, and one gets the desired smooth output behaviour of
the fuzzy system. Without intersections of fuzzy sets, the behaviour of the fuzzy
rule-based system will be partly erratic.
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Finally, Pochert did not implement her approach. Her work is strictly at the
conceptional level without delivering a proof of principle prototype.

3 Fuzzy Aspects of the Balanced Scorecard

In a company-specific BSC concept and implementation certain problems occur
again and again in practice:

– There are no links between the objectives within the various BSC dimensions
and the interconnections between the objectives are not fully understood.
Thus, the BSC simply becomes a collection of key figures instead of forming
a consistent key figure system.

– The calculation of qualitative key figures (e.g. customer satisfaction) is ques-
tionable.

– There is a lack of decision-making aids when selecting and giving priority to
suitable strategic measures for achieving the objectives strived for.

These difficulties may be alleviated if the existing fuzziness within the BSC can
be exposed and explicitly modelled. Subsequently, each area where fuzziness is
of significance will be discerned. The possibilities of examining the fuzzy aspects
as based on the fuzzy set theory within the framework of an advanced Fuzzy
Balanced Scorecard (fuzzy BSC) are then demonstrated.

Fuzziness is still often regarded as negative, as do Kaplan and Norton who
pejoratively use the term ”fuzzy key figure” in connection with the employee
perspective: ”If investment is to be made .... in the knowledge and qualifications
of a member of staff, more than simply a fuzzy key figure will be required ....
Tangible results should materialise (...)” [5, p. 246, transl.]. This point of view
does not go far enough as the clear, non-fuzzy representation in a model often
provides a distorted view of reality. In decision-making models this can result in
poor decisions.

Fig. 2. Forms of uncertainty (according to Zimmermann et al.[13])
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Fuzziness is a form of uncertainty. Zimmermann differentiates between three
kinds of uncertainty (figure 2) [13, p. 3-7]:

– Stochastic uncertainty
– Linguistic uncertainty
– Informational uncertainty

Stochastic uncertainty can be modelled on the basis of the theory of probability.
Events can only be described in a clear bivalent way (occurred or not occurred).
Probability seems to evoke an appearance of exactness. (Example: ”the probabil-
ity of contracting X disease is 0.2”). Fuzzy events, for example one that occurred
in part, cannot be represented.

In linguistic uncertainty the cause lies in a lack of precision and the indefinite
nature of human language. (Example: ”high” increase of sales). A form of lin-
guistic uncertainty are fuzzy relations. Fuzzy relations exist when several objects
are placed in a fuzzy relation with each other. (Example: A is ”much bigger”
than B).

Informational uncertainty exists when a high quantity of descriptors is nec-
essary to describe a term clearly. (Example: ”creditworthy” person).

In the following, linguistic and informational uncertainty are to be considered
as fuzziness.

1. Fuzzy area: cause-and-effect relationships (fuzzy relations)
Besides strategic result key figures (late indicators), it is important within
the BSC key-figure system to identify the relevant performance drivers (early
indicators) and, by doing so, to connect them with the result key figures in
such a way that company strategy is best expressed. One of the main tasks
of management is to be aware of the presumed cause-effect (or end- means)
relationships.
If possible, effect relationships between the key figures should be quantified
against each other [5, p. 17]. Often, however, a precise quantification proves
to be complicated and imprecise. Kaplan and Norton also recognise that
”initially the influences of effect must be evaluated subjectively and qualita-
tively” [5, p. 245, transl.]. Then, an explicit modelling on a level above that
of the graphic model for the key figure interconnections occurs only seldom.
This limits the number of possible applications of the BSC in simulations.
The effect relationships to be modelled in the BSC represent fuzzy rela-
tions between the objectives and/or sub-objectives (as represented by the
key figures and performance objectives). The effect relationships between
the interconnected targets are indeed co-rotating in nature - a selection cri-
teria for the objectives to be included in the scorecard perspectives - but the
relationships in detail may be far more complex, particularly when several
performance drivers all flow into the same result key figure. Non-linear in-
terconnections and, above all, varying intensive compensatory relationships
become possible here.

2. Fuzzy area: qualitative measurements, consolidation between components
and qualitative key figures

– 126 – FSCS 2006



7

Strategic feedback and organisational learning at the management level are
described by Kaplan and Norton as the most important aspects of the BSC
approach [5, p. 15]. In regular intervals it is, therefore, necessary to carry
out checks as to whether the monetary as well as the non-monetary objec-
tives have been fulfilled. However, in all cases objectives are to be quantified
in terms of target values for key figures. Correspondingly, qualitative mea-
surements must be depending on their character converted into quantifiable
terms.
In quantitative key figure system there may be limits to the significance of
each key figure or even in some cases to the significance of the whole key
figure system [2, p. 346]. One reason is that too great a loss of informa-
tion occurs when qualitative aspects (and other forms of fuzziness) become
important [6, p. 209]. In a long-term area highly dependent on human as-
sessment like strategic management it is reasonable to suppose that such a
situation will occur.
Practical examples show that qualitative sets such as image or service quality
are often formed as a weighted or not weighted average (index) of a num-
ber of components4. Technically this situation poses many questions for the
model. Implicit assumptions on the independency and mutual compensation
between the objectives (or rather between their respective key figures) are
made. Above all, compensatory relationships require attention here. A low
value for one or more components can either be compensated in full or par-
tially by the high value of other components. Likewise one component’s role
in the total result depends on the result measured for another component. In
such cases it is preferable to aim at a model which is as realistic as possible
with a low loss of information. How this is to be achieved with the assistance
of the fuzzy set theory is demonstrated at a later stage in this article.

3. Fuzzy area: identification and focussing of required action
Suitable measures should guarantee that the defined performance objectives
should be reached. Management action is generally called for when the gap
between the actual value and the target value of the key figure is ”sufficiently
wide”. The fuzziness can be defined to the effect that varying degrees of in-
consistency between the actual value and a target value is either satisfactory
or disconcerting or anything between. The conventional procedure for es-
tablishing a clear boarder between tolerable and intolerable inconsistencies
(traffic light logic) cannot be applied appropriately here.
In the following, the fuzzy areas as mentioned above will be discussed within
the framework of the fuzzy balanced scorecard. The following possibilities
arise as a result:

– Objective relationships can be modelled explicitly
– A realistic model is created for consolidating subordinate components

with a key figure
– Fuzzy key figures provide indications of to what degree an objective has

been fulfilled as well as the reliability of the assessment
4 For instance the Metro Bank calculated service qualty as an index of various com-

ponents cf. [5, p. 115]
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– The selection of measures for the fulfilment of strategic objectives may
be supported by simulations with the fuzzy BSC.

4 Fuzzy Modelling in a Fuzzy Balanced Scorecard

4.1 The fuzzy set concept

Since the mid 1960s the fuzzy set theory has been used for developing a theo-
retical basis in order to model fuzziness. Fuzzy systems and fuzzy methods have
a solid mathematical basis. In classical set theory, an element x out of a basic
set X(x ∈ X) either definitely belongs to a set A or it definitely does not belong
to A. However, for many real circumstances such a sharp distinction does not
render an appropriate representation. In fact, gradual membership prevails in
reality. Thus a fuzzy set Ã is characterized by the fact that the membership of
an element x to Ã can be indicated by a real number which is usually standard-
ized on the range of values [0.1] (uniform interval), thus describing formally a
fuzzy set Ã by a real value function μÃ is:μÃ : X → [0, 1]. Such a function is
called membership function. Herein, a value μÃ(x) = 0 means that x does not
belong to the fuzzy set Ã, while a value μÃ(x) = 1 indicates full membership.
Values within the interval 0 ≤ μÃ ≤ 1 indicate a partial membership of x in the
set Ã.

The classical, non-fuzzy set A can be interpreted as a special fuzzy set, for
which only two alternatives, no membership or full membership, exist.

Fuzzy sets are very useful for representing vague concepts, wherein the basic
set can be continuous as well as discrete. If the basic set is discrete, the result is
the representation of a fuzzy set Ã as a list of value-pairs. Each pair entails an
element of the basic set as well as its membership value with respect to Ã :

Ã = {(x1, μÃ(x1)); · · · ; (xn, μÃ(xn))} , ∀x ∈ X

However, only elements with strictly positive membership values are incorpo-
rated. Figure 3 shows some characteristic examples of membership functions
with continuous basic sets.

The basic operators of classical set theory such as intersection and union
have been enhanced for fuzzy sets. The intersection of two fuzzy sets Ã and B̃
is defined by the following membership function:

μÃ∩B̃(x) = min {μÃ(x), μB̃(x) | x ∈ X} (Minimum-Operator)

The union of two fuzzy sets and is defined by the following membership
function:

μÃ∪B̃(x) = max {μÃ(x), μB̃(x) | x ∈ X} (Maximum-Operator)

Special significance for the simulation of human decision-making behaviour can
be attributed to the so-called compensatory fuzzy operators, which will be ad-
dressed at a later stage by the example of the γ operator. For a more detailed
description of the fundamentals of the fuzzy set theory, see the relevant literature
[13, 7, 14].
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Fig. 3. Examples of membership functions

4.2 The Fuzzy Balanced Scorecard

The consideration of the fuzzy aspects as mentioned above in connection with a
fuzzy BSC involves minor changes to the process of creating a BSC:

1. In modelling the strategic target values, for each key figure of the fuzzy
BSC a relation is established between the key figure value and the degree of sat-
isfaction on the decision-maker’s side. With the help of a basic set of reasonable
key figure values, these degrees of satisfaction can be represented as a fuzzy set,
in which the extreme value 0 signifies total dissatisfaction and the opposite ex-
treme value 1 signifies total satisfaction. Values between 0 and 1 signify partial
satisfaction.

In this respect, figure 4 shows two examples of performance drivers following
the process- related measurements for a European insurance company. The first
key figure concerns the availability of IT systems, the second the average backlog
in the processing of orders for each member of staff. The actual values of 97%
availability and the average backlog of 3.5 days in order processing result in
degrees of satisfaction regarding the achievement of the strategic targets with
the fuzzy set membership values of 0.5 and 0.7 respectively.

The achievement of targets for result key figures is modelled in basically the
same way. Attention must be paid to the fact that the membership function
runs monotonously, that the value 0 is acquired at exactly one position in the
basic set and the value 1 at exactly another, and that for all other values the
membership value is strictly positive. Without these additional conditions, it
is not possible to derive a sharp value for the corresponding key figure from
the fuzzy target realisation. Figure 5 shows an example of the result key figure
’revenue increase’5.
5 The restriction applies to all key figures which result from others within a causal

chain. If this restriction should prove to be problematic in individual cases, the
targets and cause-effect relationships can be modelled in correspondence to the pro-
cedure for component aggregation to qualitative key figures as described later in
this article. In most cases however, a revision of the underlying key figure will be
sufficient.
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Fig. 4. Fuzzy sets for target realisation (performance drivers without preliminary
causal chain)
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Fig. 5. Fuzzy set for the target realisation (result key figure with preliminary causal
chain)

2. The cause-and-effect relationships between performance drivers and re-
sult key figures, as assumed in the corporate strategy, must be determined and
recorded more accurately than in the past. The case that a result key figure
solely depends on one performance driver, is relatively trivial. It is based on the
hypothesis that these values develop in unison, albeit with a certain time lag.
Much more interesting are those cases where several key figures (drivers) meet
in one key figure (result). Here the assumed interrelations between the drivers
and the resulting value need to be represented more accurately. In many cases
it is inadequate to assume that the effect of several performance drivers on the
result is independent. Instead, there are often more or less definite compensatory
relations between the performance drivers.

For example, the operator, which can be traced back to Zimmermann and
Zysno, can be used to model these fuzzy correlations and may be defined for two
fuzzy sets Ã and B̃ as follows:

μcomp(μÃ(x), μB̃(x), γ) =
(μÃ(x)μB̃(x))1−γ(μÃ(x) + μB̃(x) − μÃ(x)μB̃(x))γ | x ∈ X, γ ∈ [0, 1]

The parameter γ represents the so called degree of compensation with the ex-
treme values γ = 0 for ”no compensation” (meaning no willingness to compro-
mise) and γ = 1 for ”full compensation” (meaning full willingness to compro-
mise). In the key value system of a fuzzy BSC, an assumed degree of compen-
sation must be defined for each target relationship. For practical reasons it is
advisable to also quantify the expected time lag between cause and effect.

Figure 6 shows a larger section of a fuzzy BSC in its overall context. It fol-
lows the key value system of a large insurance company. Performance drivers
and result key figures show fuzziness in degrees of satisfaction with regard to
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Business Process Perspective

Customer Perspective

Learning and Development Perspective

Finance Perspective

Fig. 6. Example for a fuzzy BSC (extract) for an insurance company

the achievement of objectives. The connections within and between the perspec-
tives are made by parameterised, compensatory fuzzy operators (represented as
triangles in Figure 6). The financial result figures as well as all other results can
be shown as fuzzy in form (degree of satisfaction) or as sharp key figures (e.g.
profitability equals 12%).

3. When aggregating several subordinate key figures (components), which
should not be shown in the scorecard, into one qualitative BSC key figure (e.g.
’service quality’, ’image’ or ’staff qualification’), weighted averages should not be
generated without some reflection. Instead it makes sense to establish those com-
ponents which are independent and those which must be seen in context of their
effect. The next step is to clarify assumed correlations. A possible method for do-
ing so, in correspondence to the procedure explained above for interconnections
of strategic targets, is first to establish the degrees of compensation between the
components. The combination is then formed by compensatory fuzzy operators
such as the γ operator as described above.

Another more differentiated but also more laborious modelling requires the
mutual dependencies to be expressed as a number of if-then-rules. The following
is an example of such a rule:
IF the average number of years of service for the staff is ’HIGH’

AND the number of training days per member of staff and per year is ’MEDIUM’,

THEN staff qualification is ’HIGH’.
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These rules include terms such as ’medium’ and ’high’, which as so called linguis-

tic terms and can be modelled by fuzzy sets, for example triangle and trapezoid
functions (Figure 7). In this case the actual sharp key figure of 55% university
graduates results in memberships of approximately 0.8 for the ’medium’ linguis-
tic term and 0.2 for the ’high’ linguistic term. This procedure is called ’fuzzifying’
the actual sharp key figure value. Figure 8 shows an example of how, according

Fig. 7. Three linguistic terms (’low’, ’medium’ and ’high’) as fuzzy sets of the basic
set ’proportion of university graduates’

to these rules, the key figure of ’employee qualification’ as a qualitative figure
may be made up of the secondary quantitative components ’number of training
days per member of staff’, ’relevant years of service per member of staff’ and
’proportion of university graduates’.

Table 1 shows an extract from the rule set. Here the rule assumptions are
combined in an exemplary way by the minimum operator (AND). The appro-
priate selection of the fuzzy operator is however problem-specific, and in the
context of the fuzzy BSC it should be chosen in a way that reflects the view of
the management.

The rule sets of fuzzy rule-based systems incorporate several special fea-
tures. They need to be neither complete nor consistent. Moreover, rules can be
weighted in order to express confidence in their correctness. In our example, the
entrance values simultaneously activate three rules. The use of a fuzzy inference
mechanism which shall not be explained here6 , initially reaches a fuzzy result
for the key figure of ’employee qualification’ (Figure 9). The membership to the
fuzzy sets of ’medium’ and ’high’ is about 0.7 and 0.5 respectively. This result

6 An explanation of the inference mechanism can be found in [8].
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Fig. 8. Example of fuzzy rule-based aggregation

Table 1. Excerpt of the rule set (first three rules are active)

Rule Training Years of % Higher Fuzzy Rule Employee Degree of
No. Days Service Education Operator Weight Qualification Member-

ship

1 low high high AND 0,9 high 0,18

2 low high medium AND medium 0,70

3 low high medium AND 0,7 high 0,49

4 low low high AND 0,5 medium 0,00

5 high low high AND medium 0,00
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indicates a considerable uncertainty regarding the assessment of employee qual-
ification. In an optional step, the fuzzy result can now be converted to a sharp
value by means of an appropriate defuzzifying procedure. During this step, the
information on the amount of uncertainty is however lost. The defuzzified value
for this example lies around 0.59. It may also represent the management’s de-
gree of satisfaction with regard to the achievement of the objective for ’employee
qualification’ in the fuzzy BSC.

Fig. 9. Membership degrees to the fuzzy sets ’medium’ and ’high’ employee qualifica-
tion (0.7 and 0.5 respectively) and defuzzified target realisation (0.586)

The aggregating procedure for qualitative key figures proposed here can also
be used for modelling the achievement of objectives and cause-and-effect rela-
tionships of strategic targets in the overall fuzzy BSC. However in comparison to
the aforementioned procedure aggregation which makes do with a single fuzzy
set per key figure, it is a more laborious procedure.

4.3 Simulating with the Fuzzy Balanced Scorecard

The fuzzy BSC represents a corporate strategy model. Due to the explicit mod-
elling of cause-effect-relationships, it is suitable as a simulation tool for several
purposes7. Firstly, it can be used to establish whether the assumed target corre-
lations within the scorecard reflect the reality. Once the key figure values of the
performance drivers are specified, the modelled target interconnections allow the

7 The differentiated form of modelling allows simulations to be more precise and more
flexible than those that Kaplan and Norton carried out with the traditional BSC.
cf. [5, p. 246-249].

FSCS 2006 – 135 –



16

simulation of the values that are to be expected for the result key figures after
a certain amount of time (time lag). Should the results measured in practice for
these key figures differ greatly from the predictions, the model should be thor-
oughly revised. Several causes for the variations are possible. Apart from errors
within the model (missing performance drivers, incorrectly modelled fuzzy sets
or target relationships etc.), changes in the external conditions may call for a
new strategy8.

In an extension of this line of thought, it appears possible to optimise the
parameters within the model of a fuzzy BSC automatically in such a way that
the corporate strategy is mirrored in the best possible way. The parameters of
compensatory fuzzy operators in particular, such as the degree of compensation
of the y operator, allow for a simple and flexible possibility of changing the effect
relationships within the model. Such a parameter optimisation approach would
take as inputs the actual measurements of key figure values for the performance
drivers. The objective function to be minimised then can be constructed from the
sum of squared differences between actually measured and fuzzy BSC-predicted
values for the result key figures.

A second type of simulation can help in making the right decisions for reach-
ing strategic objectives. Measures for improving the result key figures apply at
the performance drivers. Limited corporate resources necessitate the use of mea-
sures that promise the best possible effect. Since the effect relationships in the
fuzzy BSC are modelled explicitly, alternative scenarios can be run through in
which the actual values at the performance drivers are changed individually or
simultaneously, and the effects on the result key figures are determined. The
measures to be chosen should then improve the actual situation at the most
effective point of departure.

Thirdly, a systematic simulation with maximum values at the performance
drivers can help determine whether the target result values can be reached in the
scope of the model or not. If not, then the rule bases or membership functions
must be revised, or additional performance drivers must be integrated within
the model.

5 Conclusion

In this paper, the relevance of vagueness and qualitative information in strategic
management was taken as a starting point to discuss aspects of fuzziness within
the context of the well-known Balanced Scorecard concept. Fuzzy set theory
offers adequate modelling options to capture these aspects in a fuzzy BSC and,
thus, arrive at a more realistic model of a company strategy than in the classical
BSC approach. Moreover, the fuzzy BSC is an interesting simulation device. Itt
8 It should be noted that the fuzzy BSC can of course supply only such values which lie

within the modelled range of the corresponding key figure. With result key figures,
degrees of satisfaction with the value 0 therefore supply a sharp maximum value, and
degrees of satisfaction with the value 1 a sharp minimum value for the corresponding
key figure.
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can help management to identifiy where limited ressources are best employed
to most effectively improve the actual situation. Simulations can also help to
identify and remove flaws in the BSC-model of the company strategy.

The concept of a fuzzy balanced scorecard as it was presented and imple-
mented prototypically on the basis of a generic fuzzy tool, can be developed
into several further directions. Firstly, it would be possible for the time lag with
which the changes in the early indicators affect the subsequent late indicators,
to be modelled explicitly in order to further increase the realism of the corporate
strategy model.

Secondly, an explanation component could be developed to explain the model
results verbally and would, thus, make further improvements in its comprehen-
sibility and also in the benefits for the management. Such an explanation com-
ponent has already been developed in prototype by Kuhl [6, p. 218-221] in the
course of a fuzzy key figure system for an inventory problem. This approach that
evaluates the degrees of membership for explanation purposes can be adapted
for the fuzzy BSC.
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Abstract. Machine learning provides significant advantages due to its
data-driven modelling capabilities. However, these strengths are finding
only slow acceptance in safety-related applications. This paper gives a
survey of machine learning in safety-related domains and discusses meth-
ods to validate the safety of the learned model. Hybrid approaches play
a dominant role, Neuro-Fuzzy techniques in particular. We briefly re-
view the pros and cons of Neuro-Fuzzy and discuss a special form of a
mixture-of-experts approach to meet safety requirements. We conclude
with an outline of further research perspectives.

1 Introduction

Machine learning methods are successfully employed in a wide range of appli-
cations. But in the community of safety research and Verification & Validation,
machine learning methods and especially “black box” methods like artificial neu-
ral networks (ANNs) are regarded with suspiciousness (e.g. international safety
standard IEC-61508 currently discourages the use of ANNs and more generally,
knowledge-based computing and AI).

However, the increasing complexity of safety-related systems has raised a
strong interest [1, 2] in utilizing the advantages of machine learning like non-
linear modeling capabilities and learning from examples. The driving factors for
applying machine learning in safety-related systems typically are:

– Reduction of development time and cost : in contrast to performing a man-
ual model design and calibration, the model is either automatically learned
from training data or parameters of an existing model are adapted based on
training data.

– Improved performance: many machine learning methods like ANNs, support
vector machines (SVMs) or Gaussian processes (GPs) are known for a good
performance in modeling non-linear functions. They usually outperform con-
ventional simpler methods (an example follows in Sect. 3.2); in particular,
this is true for high-dimensional input spaces where human experts are often
unable to provide an adequate analytical model.

– Increased efficiency : (multi-dimensional) look-up tables, which are commonly
used for control tasks, may have prohibitive memory requirements. They can
be replaced by verified ANNs to gain a much more compact representation,
e.g. [3] suggests this for aircrafts.
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Safety-related systems are systems whose malfunction or failure may lead
to death or serious injury of people, loss or severe damage of equipment, or
environmental harm. They are deployed, for instance, in aviation, automotive
industry, medical systems and process control.

Required bounds for failure rates vary depending on the application: a con-
trol application performing a direct intervention in the controlled system (e.g.
plant or car) has stronger safety requirements than a monitoring system or an
advisory system (e.g. cytological screening). Different industries also use differ-
ent requirements. For example, [1] reports the accepted failure rate to be less
than 10−9 failures per hour in aircraft systems and less than 10−4 failures per
hour in monitoring systems for nuclear power plants. For typical statistical test-
ing procedures, such values become unrealistic since the amount of test data
is limited. Thus, formal verification approaches should be preferred instead of
purely statistical testing methods. To allow (formal) verification by an expert,
the model must provide some kind of interpretability.

Machine learning methods returning symbolic outputs, like decision trees or
(fuzzy) rule sets, can be interpreted by experts; however, their performance in
terms of accuracy is often insufficient. In contrast, ANNs, SVMs and further
methods (e.g. GPs) have a higher accuracy but their interpretability by experts
is limited. The tradeoff between model performance and model interpretability
thus becomes a crucial aspect in applying machine learning methods in the field
of safety-related domains.

The paper is organized as follows: Section 2 discusses prerequisites for ma-
chine learning in safety-related applications and reviews the most common vali-
dation methods, which try to prove the correctness of a learned model. Learning
methods in safety-related systems have to incorporate expert knowledge about
the application; this ensures that safety constraints (e.g. bounds for parameters)
are met and it also compensates for limited amounts of data. Therefore, meth-
ods deployed in practice are typically hybrid approaches, which are described in
Sect. 3. They combine data-driven learning algorithms with symbolic forms of
knowledge representation. Neuro-Fuzzy methods are well-known members of this
family; we briefly discuss their pros and cons. Less-known in the safety commu-
nity are mixture-of-experts approaches; we argue that under certain conditions
they can complement or replace Neuro-Fuzzy in safety-related systems. We draw
conclusions and outline perspectives for further research in Sect. 4.

2 Learning & Validation

For the reasons mentioned before, the application of machine learning in safety-
related systems becomes increasingly important. Thus, there is the need to trans-
fer the main requirements of safety analysis defined in safety standards like IEC-
61508 or DEF STAN 00-55 into the field of machine learning. There are several
approaches to establish a standard or guideline for certifying the use of ma-
chine learning methods (especially ANNs) in safety-related applications, e.g. [4,
2]. Taylor gives in [1] a general review. Kurd et al. [5, 6] suggest a safety lifecycle
and safety criteria based on Neuro-Fuzzy models.
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In the following, we will focus on the methodical aspects of learning and
validation, instead of focusing on standardization issues.

Specialized approaches like error correction neural networks1 (ECNN) [7] or
Zakrzewski’s approach2 [3] are not further discussed in this paper.

2.1 Robust Learning

A common problem in the field of machine learning is that the amount of training
data is limited and, thus, the training data can represent only a few situations
of a real-world problem. Hence, interpolation between and extrapolation around
training data is needed. Furthermore, training data may include noisy, irrel-
evant, corrupted or missing values. Thus, methods like data cleaning, feature
selection or feature extraction, active learning, and, in particular, regulariza-
tion are needed to provide a robust solution. We do not go into details here as
most of these topics are well-known and covered by standard textbooks like [8];
for neural networks, [9] discusses some learning tricks and appropriate network
architectures.

2.2 Validation Methods

Robust learning is necessary but not sufficient to provide solutions for safety-
related problems. A model that shows a good generalization performance on
available data might still fail on completely new data. It must be ensured that
valid outputs are provided for the whole input domain. Therefore, the results
must be interpretable by experts, e.g., by rule extraction methods, visualization
techniques or by mathematical formalisms.

Rule extraction and knowledge insertion: Some safety-related standards,
e.g. the UK defense standard [10], require:

36.5.2 Proof obligations shall be: Constructed to verify that the code is
a correct refinement of the Software Design and does nothing that is not
specified.

Interpretation in symbolic form is the easiest way to allow such formal verifica-
tion. Thus, rule extraction methods are commonly preferred for validation.

Key issues are fidelity, accuracy and comprehensibility of the rules. Fidelity

means that the symbolic representation accurately models the network from
which it was extracted; and accuracy terms the ability of the extracted repre-
sentation to make accurate predictions on previously unseen samples. The com-

prehensibility refers to traceability and explanation capability of the symbolic
representation by human domain experts.

According to [11], there are three basic types of rule extraction techniques:
decompositional, pedagogical, and eclectic. The decompositional approaches are
1 ECNN is a model-design-based approach. It estimates the internal prediction error

by an additional layer in the network structure to provide a robust solution. ECNNs
are designed for modeling dynamical systems (e.g. time series prediction).

2 Zakrzewski uses an already validated reference implementation (e.g. look-up-table)
as deterministic data generator for validation. This approach is only applicable for
low-dimensional problems.
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focused on extracting rules at the level of individual units (i.e. the hidden and
output neurons) of an ANN. By regarding the level of activation of the single
neurons it is possible to extract rules as subsets of positively weighted incoming
links. Typically, special types of network architectures are necessary. The peda-

gogical approaches treat the neural network as a black box. Rules are extracted
from changes in the levels of input and output units. An advantage of this kind
is that one can examine already existing networks. Unfortunately, pedagogical
approaches become computational expensive due to the fact, that they usually
perform a grid search on input-output-combinations. An eclectic approach com-
bines elements of both former ones, i.e. knowledge about the internal structure
of an ANN (e.g. weights, number of layers) are used to complement symbolic
learning.

For the knowledge insertion task, the initial knowledge is typically repre-
sented by fuzzy rules; these rules are used to initialize the network before train-
ing. After the training procedure refined fuzzy rules (i.e. modified membership
functions) can be extracted from the network.

A framework based on rule extraction and knowledge insertion is the so-called
safety lifecycle given in [5]. In [12] several approaches to extract comprehensible
descriptions (rules and decision trees) from learning systems (e.g. ANNs) are
developed and discussed. Kolman [13] uses a fuzzy model that can be transformed
into a usual Multilayer Perceptron (MLP) and vice versa — the disadvantage of
this approach is that the number of extracted rules rises exponentially with the
number of inputs. Instead of extracting rule systems, there are also approaches
to extract decision trees, e.g. [14]. Furthermore, there are approaches to extract
finite state machines and/or rules from Recurrent Neural Networks (RNN) [15].
For an introduction into RNNs, see e.g. [7].

Visualization techniques: Visualization techniques can assist in improving
the readability of an ANN. They provide an intuitive mapping between inputs
and outputs and can assist in detecting errors or anomalies within the model.
The following two methods serve as samples of common visualization techniques.

Hinton diagrams provide a compact visual display of the weights and biases
related to particular units in a network; the topological information of the neural
network is represented as data matrices. Each weight is represented by a rectan-
gle whose color (black or white) indicates the sign, and the size is associated with
the magnitude. The Hinton diagram allows getting a picture of the relationships
between the weights, but it is difficult to show a large network clearly. Thus,
Hinton diagrams are more useful during network design than for explaining the
learned input-output relationship.

For multi-dimensional data sets, 2-D slices of input-output space can be used
to get an impression of the behavior of the model – the problem is that such slices
do not provide any information about the complete input-output-space and it is
hard to find interesting and relevant slices for a large number of dimensions.

Visualization techniques can help to improve the understanding of the func-
tioning of an ANN. The most difficult aspect of these techniques is that for
high-dimensional problems or advanced network architectures the visualization
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becomes too complex. Thus, visualization techniques should be combined with
other methods to provide sufficient information about the suitability of a model.
A survey of a number of visualization techniques of ANNs can be found in [16].

Statistical estimation of reliability: The basic idea is to use error bars to es-
timate the uncertainty of the model’s output. There are two methods discussed in
this subsection, which provide confidence estimation: MLP with evidence prop-
agation (MLPev) [17] and Gaussian processes (GPs) [18]). GP and MLPev are
originally designed for regression tasks and not for classification tasks but they
show also good performance for classification tasks.

MLP with evidence propagation: MLPev extends the MLP to overcome the need
of large test sets for cross-validation to assess the network’s performance on un-
seen data. The evidence procedure provides an objective criterion for comparing
alternative neural network solutions and for setting free parameters. MLPev is
based on a Bayesian framework [19] to evaluate the evidence, i.e. the probabil-
ity of the data D given the model Hi, P (D|Hi). The evidence procedure allows
adding error bars to the predicted output of an ANN. The size of the error bars
varies approximately with the inverse data density, so that the error bars are
broader in regions where the training data density is low. By setting two hyper-
parameters it is possible to define the expected smoothness of the model as well;
more details and an implementation can be found in [17].

Gaussian Process: The GP3 can be seen as generalization of a Gaussian distri-
bution to a space of functions. A GP is specified by its mean function and its
covariance function, like a Gaussian distribution is specified by a mean value
and a covariance matrix. The function underlying the observed data is assumed
to be a single sample from this Gaussian distribution over the function space.
Good introductions can be found in [18] and [20].

The advantage of using a GP is that one can determine confidence bands
for Gaussian processes quite as simple as confidence intervals for Gaussian dis-
tributions. Unfortunately, the GP method has a poor performance w.r.t. space
and time on data sets with more than 1000 samples since it stores all training
data - thus, it is not suitable for embedded controller solutions (e.g. airbag de-
ployment). In order to avoid performance problems, [21] introduced Bayesian
committee machines as finite dimensional approximation of GPs, which show
slightly the same predictive performance as the original GP.

3 Hybrid Approaches

In hybrid approaches, the learning capabilities of neural networks are combined
with the possibility of including expert knowledge and/or a physical model of
the underlying process. Typical examples are Neuro-Fuzzy methods, which are
briefly reviewed in the following. In the tradeoff between interpretability and
accuracy, Neuro-Fuzzy systems typically put more weight on the former. There-
fore, in the second part of this section we discuss mixture-of-experts methods as
an alternative or even complementary kind of hybrid approach.
3 The Gaussian process is also known as Kriging in the field of spatial statistics.
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3.1 Neuro-Fuzzy

The motivation for using Neuro-Fuzzy is that the resulting system can be in-
terpreted in terms of fuzzy rules, which makes it attractive for safety-related
applications. For example, the classification task of assigning an input x =
(x1, . . . , xn) ∈ IRn to a set C of (non-fuzzy) class labels can be solved by a
model consisting of rules Rk with

Rk : if x1 is μk1 and . . . and xn is μkn then (class is c) , c ∈ C (1)

where μk1, . . . , μkn are fuzzy sets learned from data [22–24]. Some approaches
use a weight wk ∈ [0, 1] to control the impact of the rule Rk on the classification
decision. The effects of rule weights on the decision boundary are discussed in
[25] and it is shown that different weights often lead to non-axis-parallel decision
boundaries. However, a semantic justification of the weights may be problematic;
a probabilistic interpretation is given in [26].

A general and comprehensive survey of rule generation methods can be found
in [27]. Kurd et al. [28] use a constrained Fuzzy Self-Organizing Map to extract
fuzzy rules for controlling safety-critical systems; parameter constraints ensure
that semantic safety bounds are not violated. Note that parameter constraints
from safety requirements are a general concept that can also be introduced in
many of the other rule generation methods.

Finally, there are approaches that combine (neuro-) fuzzy rules with support
vector machines (SVMs) [29, 30]. SVMs use a regularized form of learning, which
often results in a good generalization performance of the classifier even in high-
dimensional input spaces. The objective is to combine the comprehensibility
of fuzzy rules with the good SVM classification performance. The number of
generated fuzzy rules, however, is often still quite high, which makes the result
difficult to interpret.

PROS AND CONS: Research on Neuro-Fuzzy systems started in the early
1990s and many techniques have now reached a maturity, which makes it feasi-
ble to deploy them in selected safety-related applications. For example, Siemens
has used Neuro-Fuzzy to implement the decision logic in fire-detectors [2], for
the identification of driving situations in cars [31], and for the calibration of
airbag systems in automotive safety-electronics. The latter has particularly se-
vere safety requirements because a wrong decision (e.g. airbag triggering in a
non-crash situation) cannot be rectified. Additionally, training data is scarce
as it usually results from expensive crash tests. Therefore, expert knowledge is
used to constrain the complete learning process and to carefully validate the
final fuzzy rules.

The main challenge for Neuro-Fuzzy methods in safety-related systems is
that those approaches providing easily interpretable rules often do not have
a sufficient accuracy (and vice versa). Thus, in practice, several methods for
feature selection, model initialization, model reduction and model tuning must
be combined [24, 32]. In particular, the following issues should be considered
carefully:
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Input Independence Assumption: The area of the input space that is mapped to
a particular class in (1) is described by its projections on the coordinate axes
only. If we can interpret each fuzzy set μki(xi) as a probability density function
p(xi | c), which is often straight-forward if some normalization issues are ignored,
and choose the multiplication as �-norm for and, which is commonly done,
then the area covered by the rule is described by the joint probability density
function p(x1, . . . , xn | c) = p(x1 | c) · · · p(xn | c). It is known that this equation
only holds if the inputs xi are mutually independent. Decorrelating the inputs
during preprocessing may help to avoid accuracy losses, but may also affect their
interpretability. Note that [33, 25, 24] show that class boundaries of fuzzy rules
need not to be axes-parallel (unlike those of common decision trees), which may
be favorable in case of correlated inputs.

Membership Functions: The membership functions of the fuzzy sets should be
able to model monotonic concepts (e.g. sigmoids) as well as vague prototypes
(e.g. Gaussians, triangles). If a human expert is able to state a monotonic rela-
tionship between an input and the class then this should be reflected in the choice
of a monotonic membership function; otherwise, the classifier often shows poor
extrapolating capabilities.4 Unfortunately, approaches based on RBF-networks
or SVMs typically cannot model monotonic relationships well.

Accuracy Loss in Change of Representation: Approaches that have to extract the
final fuzzy sets from an internal representation of the network (e.g. projections
onto coordinate axes and approximation by piecewise linear functions) suffer
from a loss of accuracy. In contrast, methods that directly optimize the fuzzy
sets in their final representation form (e.g. NEFCLASS [23]) avoid this problem.
However, the drawback of the latter is that usually gradient-based optimization
cannot be used due to non-differentiable membership functions and heuristics
must be employed instead.

3.2 Mixture-of-experts

A fundamental problem in applying non-linear data-driven models in safety-
related applications is that basically their correctness can only be guaranteed in
regions of the input space covered by available training and test data. Even if
cross-validation methods indicate a good generalization performance, the model
may still fail if it is confronting completely new data. In the following, we argue
that mixture-of-experts methods can solve this problem under certain conditions.

Initially, the mixture-of-experts (ME) approach was developed to design a
system in which different neural networks are responsible for modeling different
regions in input space (see e.g. [34]). The ME calculates a function h : IRn →
IR as a weighted average of M “experts”, fi(x), i = 1, . . . ,M , using input-
dependent weights gi(x).

h(x) =
M∑
i=1

gi(x)fi(x), gi(x) ≥ 0,
M∑
i=1

gi(x) = 1 .

4 Monotonic membership functions prohibit the interpretation as probability densities.
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To be used in a safety-related application we assume the following conditions:
1. There must be at least one global expert, i.e. an expert providing a correct

(but possibly suboptimal) output in the complete input space. This may be
e.g. a physical model or a carefully validated fuzzy rule base.

2. Local experts may be used to optimize or overrule the global one. However,
their respective weight gi must be zero outside the regions in input space
where the local expert has been validated. Additionally, in regions with a
low data density the weight should be small in order to rely more on the
conservative global expert.

In a variation of this scheme we may alternatively combine the experts in a
multiplicative way: h(x) =

∏M
i=1 gi(x)fi(x) with gi(x) > 0. Then, the product

gi(x)fi(x) must be 1 outside the validated regions of the local expert. The latter
is implemented in the following application.

Example: Industrial Process Control. In this non-linear regression problem,
a mixture of an analytical (physical) model of the controlled process and ANNs is
used to predict the rolling force in a steel mill. The analytical model (AM) acts as
the global expert and ensures a baseline performance, which may be suboptimal.
RBF networks multiplicatively correct the output of the AM; for unknown inputs
they have been designed to produce a correction factor close to 1, which means
the system then relies on the AM. However, for regions of input space where
the networks have been trained, they significantly improve the accuracy. The
application is deployed at about 40 industrial customers worldwide. Further
details are described in [35–37].

4 Conclusions
This paper briefly surveys relevant methods for learning and validation in safety-
related domains. Extensive testing, based on e.g. cross-validation or resampling
[8], is necessary but not sufficient for validation. Formal proofs of the correctness
of the learned model, however, are in most cases infeasible5. The remedy is to
include safety and semantic constraints in the learning algorithm for ensuring
a certain level of interpretability of the learned model by experts, who have to
validate it. Neuro-Fuzzy methods are typical examples for this approach (e.g.
[28]); they are proven in real applications but finding the right balance between
interpretability and accuracy is often a challenge.

In a special form of the mixture of experts approach, a combination of several
models improves the accuracy while safety requirements, e.g. reliable extrapola-
tion in regions of the input space not covered by training data, can be met; an
example is described in Sect. 3.2.

The recent years in machine learning have seen a particular interest in kernel-
based methods, e.g. SVMs for classification, which have some advantages in com-
parison to conventional ANNs (e.g. convex error function not affected by local
5 One exception is [3], where deterministic bounds for the approximation error of

a neural network are given. However, the correct outputs must be known for the
complete input space.
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minima) [38]. Using these advantages in safety-related systems would be appeal-
ing. However, to achieve this, further research is necessary with the following
objectives: (1) increased interpretability of the model and the possibility to in-
clude domain knowledge (e.g. via kernel function), (2) reliable confidence levels
for the (classification) output, and (3) for classification problems handling of
different misclassification costs, which often occur in safety-related systems. The
first two are particularly important if training data is scarce and may have a
different sample distribution than the data in the deployment phase. For exam-
ple, an airbag system may encounter quite different crashes in reality than those
used for training, i.e. the training samples of the classes are not drawn randomly
but biased due to standardized crash tests. Therefore, a model should indicate
when its output is less reliable. A combination with a Bayesian framework, as
described in [39], could be helpful.
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