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Abstract. Wireless sensor networks consist of sensor nodes that are de-
ployed in a large area and collect information from a sensor field. Since
the nodes have very limited energy resources, the energy consuming op-
erations such as data collection, transmission and reception must be kept
to a minimum. Low Energy Adaptive Clustering Hierarchy (LEACH) is
a cluster based communication protocol where cluster-heads (CH) are
used to collect data from the cluster nodes and transmit it to the remote
base station. In this paper we propose two extensions to LEACH. Firstly,
nodes are evenly distributed during the cluster formation process, this
is accomplished by merging multiple overlapping clusters. Secondly, in-
stead of each CH directly transmitting data to remote base station, it
will do so via a CH closer to the base station. This reduces transmission
energy of cluster heads. The combination of above extensions increases
the data gathering at base station to 60% for the same amount of sensor
nodes energy used in LEACH.

1 Introduction

Wireless sensor networks have become popular because of the advancement in
the area of low power electronics, radio frequency communication and due to the
desire to monitor the environment remotely with minimum human intervention.
A large number of sensors can be deployed to form a self-organising network to
sense the environment and gather information. A sensor can be data driven or
event driven in nature and a network may be static or dynamic [1].

Sensor networks can be used in various applications ranging from military
to domestic. Sensors can be deployed in an inhospitable condition for moni-
toring purposes, in a forest for monitoring the animal movement or as early
fire detection systems. Sensor networks are used to improve the learning skill
in kindergarten [2], environment and habitat monitoring and also to measure
tension in a mechanical bolt [3].
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Low Energy Adaptive Clustering Hierarchy (LEACH), which was first pre-
sented in [4], is an application specific communication protocol based on cluster-
ing of sensor nodes. The main idea behind LEACH is that sensor nodes located
close to each other will have a high correlation in their measured data so that
it is not necessary for each node to communicate with the base station. Nodes
form clusters by grouping neighbouring nodes. Each cluster has a cluster-head
whose tasks are to collect data from other cluster members, aggregate and send
aggregated data to base station.

In LEACH, cluster-head will consume more energy than its member nodes.
Therefore, the CHs are rotated after a fixed amount of time called rounds. Each
round consists of two phases: the setup phase where the clusters are formed,
and the steady-state phase where the actual sensing and communication takes
place. The cluster-head election process takes place in a setup phase to determine
K cluster-heads in a network but, it does not guarantee K cluster-heads. Fur-
thermore, cluster-heads are selected randomly based on the probability given in
Equation 1. where N is the number of sensor nodes in a network, k is the number
of CHs required and r is the number of rounds passed. The Equation 1 increases
the chance that cluster-heads are not distributed uniformly in a network. Due
to above reasons there will be uneven cluster sizes and uneven distribution of
cluster-heads in a network . All this leads to rapid energy dissipation. In this
paper, the concept of merging of cluster-heads, which are in close proximity, is
introduced. In LEACH, each cluster-head transmit the aggregated data to the
base station. The base station is generally located far away from the network.
This increases the energy dissipation in CHs. Instead of each CH directly trans-
mitting to base station, a CH closest to the base station transmits aggregated
data from all the CHs. Thus, reducing the energy dissipation of other cluster-
heads. The combination of these two extensions improves the life span of the
network. The first extension is named LEACHM (LEACH-Merging) and due
to 2-hop communication to base station, the combination of first and second
extension is called 2-Level LEACHM.

Pi(t) =

{
k

N−k·(rmod N
k ) : Ci(t) = 1

0 : Ci(t) = 0
(1)

There are few algorithms proposed and showed improvements to the LEACH pro-
tocol. PEGASIS (Power-Efficient Gathering in Sensor Information Systems) [5]
is a chain based data gathering protocol, where only one node transmits to the
base station. In this protocol the distance each node transmits is less than the
distance a node transmits in LEACH. However, this is a greedy based algorithm
with assumption that all nodes have global knowledge of the network. In [6],
the same authors proposed two new protocols: chain-based binary scheme with
CDMA (Code Division Multiple Access) nodes and a chain-based 3-level scheme
with non-CDMA nodes other than PEGASIS to reduce energy × delay to gather
data in sensor networks. Each protocol shows improvement over LEACH based
on the percentage of nodes dying for different network sizes. However, none of
the above protocols are cluster based and they may not give a consistent result
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for a randomly distributed varying population of the sensor network. This is
due to greedy approach used to find the nearest neighbour to form a chain. The
assumption that all the nodes have a global knowledge about the network is
difficult to realise because of node capacity and density of a network. There are
few centralised approaches to form clusters [7] based on [8]. The authors in [9]
have successfully developed a centralised protocol superior to LEACH. However,
we are not considering the centralised approach in our work. We want nodes to
decide among themselves to form clusters and identify CHs.

The rest of the paper is organised as follows. Section 2 describes the moti-
vation for the uniform cluster-head distribution and proposes a cluster merging
technique as an extension to the setup phase. In section 3, 2-level LEACHM is
proposed to transmit data by a single CH (master-cluster-head) to the base sta-
tion. In section 4, we are providing experimental results comparing the LEACH
protocol with LEACH-M and 2-level LEACHM. Finally, we conclude the paper
in section 5.

2 Uniform Cluster-Head Distribution

Efficient communication protocols for sensor networks are important to keep the
communication energy usage as low as possible to increase the system lifetime.
Therefore, it is important to consider every aspect of the total energy usage.
Since the cluster-head consumes more energy, it is reasonable to try to decrease
the energy spent in these nodes. From the energy model that is used in LEACH
[10], the energy dissipated in a cluster-head node during a single frame is:

ECH = ERECV (b, m) + EAGG(b, m) + EBS(d4
toBS), (2)

where b is the number of data bits sent by each cluster member, m is the average
number of nodes per cluster (N

k ), ERECV is the energy used for reception of data
from cluster members, EAGG is the energy used for data aggregation, EBS is
the energy used for delivering results to base station and dtoBS is the distance
to base station. The behaviour of these three components against the change of
distance to the base station is shown in Figure 1.

In cases where the base station is in the range of 75m to 160m away from the
network from (Figure 1), it can be concluded that most of the energy is dissipated
while receiving data from the cluster members. The transmission energy increases
as the base station is moved further away from the sensor field.

In order to optimise the consumption of reception energy ERECV , its depen-
dencies on the system parameters must be known. Reception energy is computed
based on Equation 3.

ERECV = bEelec
N

k
. (3)

where b, N and Eelec (radio amplifier energy) would have constant value. The k
is the only value varies frequently because the number of cluster-members varies
in each round. Thus, k has more influence on Equation 3.



92 S.M. Guru et al.

Fig. 1. Energy dissipated at cluster-head node during one LEACH round versus dis-
tance to base station

The assumption in [10] that a node can be a cluster-head at least once in its
lifetime is valid only for an exact number of k cluster-head nodes. Since it is
also possible that there are less than k cluster-head nodes in certain rounds, this
leads to many nodes may have died before completing the first round of being a
cluster-head. Thus, it is necessary to maintain balanced cluster sizes such that
all nodes become cluster-head at least once in their lifetime.

2.1 Cluster Merging

A first approach in extending the cluster-head’s lifetime was proposed in [11].
Even though these improvements guarantee the most powerful nodes to be elected
as cluster-heads, the network may suffer from a malformed cluster in the initial
stage. Since all nodes start at the same level of energy EStart, no preference can
be achieved because the term is very close to unity in the initial few rounds.

En current

En max
(4)

In order to increase the probability of the survival of the first round of a node
being a cluster-head, it is necessary to avoid large clusters.Clusters being too
large are resulted due to the following reasons:

1. Less than k nodes elected themselves to be cluster-heads thus resulting in
large clusters covering the entire network.

2. The number of elected cluster-head nodes is at least k, but the cluster-heads
are distributed in an uneven way as shown in Figure 2 (for example, the
cluster-heads 3 and 4 are too close).

To avoid reason (2) the status of being a cluster-head is not declared until
the end of the setup phase. In addition, another negotiation stage is introduced
right after the cluster-head election. The nodes that have elected themselves to
be cluster-heads in the initial election phase are now called cluster-head aspirants
(CHA) because their status may change in the negotiation phase.
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Fig. 2. Even if there are exactly k clusters
(k = 5), there is no guarantee that the clus-
ter sizes are balanced. (The framed nodes
indicate the cluster-heads).

Fig. 3. Three cluster-head aspirants and
their AOI s

In the new negotiation phase, a small I-AM-HERE message is broadcasted by
each cluster-head aspirant to the others. Since a node can only be set to receive
or transmit mode at a given time, this broadcast has to be accomplished within
a TDMA frame, which has as many slots as number of nodes in the network.
Each node is assigned a slot by means of its node ID. The TDMA frame length
scales linearly by the network size. Each node transmit little amount of data
(Table 1 ), which is not a burden. The I-AM-HERE message only contains the
information depicted in Table 1.This message does not need to broadcast at
maximum transmitting power. It is sufficient to reach all cluster-head aspirants
in a special circumference with radius r. This area is called the area of interest
(AOI) of the cluster-head aspirant and specifies its territory ideally not shared
with another CHA, even though some overlap may be tolerated.

Table 1. Layout of I-AM-HERE message

Sender ID
Sender’s energy level

As stated above it may occur that in case of cluster-head aspirants being
located too close, these areas may overlap. In this case both clusters should be
merged into one cluster. We illustrate this in Figure 3. Each cluster-head aspirant
CHAi (having Ei energy) determines the energy Emax

i of the most powerful
cluster-head aspirant in its AOI. The future state of the cluster-head aspirant
CHAi is defined by the following policy: If Emax

i > Ei then CHAi abandons
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Table 2. Energy values for CHA nodes, Example 1

CHA Energy left
A 5
B 1
C 3

the cluster-head role and becomes a non-cluster-head node. Otherwise, CHAi

remains in its role and advances to become a proper cluster-head node. In case
of a tie, a CHA chooses its cluster-head state randomly.

This decision is done independently by all potential cluster-head nodes. We
assume the nodes A, B and C from Figure 3 have the energy levels as shown in
Table 2. After the broadcast, the knowledge of each node is as follows:

– A with the energy of 5 units, knows about B in its AOI with the energy of
1 unit.

– B with the energy of 1 unit, knows about A and C having energy levels of
5 and 3 units, respectively.

– C with the energy of 3 units, knows about B in its AOI with the energy of
1 unit.

The following decisions are made:

– Node A changes its status from CHA to cluster-head, since the only other
cluster-head aspirant known (B) has less than 5 units left.

– Node B becomes a non-cluster-head node since all other cluster-head aspi-
rants known to it (A and C ) have more energy left.

– Node C changes its status from CHA to cluster-head, since the only other
cluster-head aspirant known (B) has less than 3 units left.

Thus, the number of cluster-head nodes located in AOI of each other can be
reduced. If n cluster-head aspirants know each other then exactly one node will
remain as a cluster-head, thus avoiding the overlap.

The proposed method will distribute nodes evenly among clusters. However,
there should be enough cluster-heads to cover all nodes in a sensor field. This
problem can be solved by increasing the value of ‘k’ in Equation 1. This also
reduces the disadvantage of having less CH nodes.

3 2-Level LEACHM

The steady phase happens once the set-up phase finished in the LEACH proto-
col. In steady phase, data is transmitted to the base-station. If the base-station is
located far away from the sensor field, it is more likely that the transmission dis-
tance from all the cluster-heads to base station is greater than dcrossover[10]. The
dcrossover ( d = transmission distance) is the critical distance between transmit-
ter and receiver. The critical value is 86.2 m based on the channel propagation
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Fig. 4. The number of data packets reached to the base station located at (50,175)
against the number of rounds

model used in [10]. If transmission distance is greater than dcrossover the en-
ergy dissipation is proportional to d4 else it is d2. Therefore, it is important for
transmission to be proportional to d2. However, when base station is located
remotely, which is the case for majority of applications, nodes will dissipate en-
ergy proportional to d4. To improve the lifetime of a network, number of nodes
dissipating energy proportional to d4 should be minimum.

To minimise the transmission distance of cluster-heads, only master-cluster-
head transmits data to remote base station. Here, the assumption is that each
sensor knows the distance and direction of the base-station. It is a logical as-
sumption where all sensors are static once they are deployed and the base station
is also static. Once, the sensors are deployed, the base-station will broadcast a
beacon to the sensor field thus, all sensors know the distance of the base station
from them.

3.1 Master Cluster-Head Determination

After cluster-heads are elected, each of them will broadcast a message (MSG-
MCH) using non-persistent carrier sense multiple Access (CSMA) protocol. The
message consists of node’s ID and its distance from the base-station (Table 3).
This message will be broadcasted to reach all cluster-heads. Once each cluster-
head receives all other cluster-heads information, they decide by themselves the
master-cluster-head. The cluster-head closest to the base-station is determined as
master-cluster-head. After CHs get a frame of data from its members they will
transmit an aggregated data to the master-cluster-head using carrier sense mul-
tiple access (CSMA) approach. The master-cluster-head waits for data from all

Table 3. the format of the MSG-MCH message broadcast by each cluster-head

Node ID
BS distance from node
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Fig. 5. The graph shows the energy consumption for number of data received. 2-Level
LEACHM received more data spending lesser energy than LEACH and LEACHM. The
BS is located at (50,175), outside the network.

cluster-heads before it transmits an aggregated data to the base-station. There-
fore, except master-cluster-head all other CHs transmit short distance to save
transmission energy. The main motivation is to reduce the energy dissipation of
cluster-heads to the magnitude of d2 instead of d4 barring, master-cluster-head.

4 Simulation Results and Analysis

The simulation tool is developed in C++ to evaluate the LEACH protocol and
new proposal presented in this paper. The simulation setup, electronics param-
eters and energy model used in the simulation is similar to [10]. The basic
characteristics of the network setup is given in Table 4: In LEACH-M, dur-
ing the cluster-head election process, nodes selected using Equation 1 are called
potential-cluster-heads. Potential-cluster-heads decide among themselves as dis-
cussed in section 2 to become a cluster-head or non-cluster-head. The advantage
of negotiation phase of potential-cluster-heads is that the cluster-heads will be
distributed evenly in a network, which, LEACH fails. In the simulation, the
overhead energy involved for the negotiation phase is also considered. Since the
size of data broadcast is small (4 bytes) the energy spent to transmit 4 bytes of
data with maximum power to reduce hidden terminal problem is 16.44μJ . This
energy is spent once in every round. The proposed improvement to the LEACH
protocol can be seen from the results in Figure 4. The 2-Level LEACHM gathers

Table 4. Network setup for simulation

No. of nodes 100
Area of the sensor field 100m × 100m

Base station location (50,175)
Data size 500 bytes
Initial energy of each node 2J
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Fig. 6. The percentage of times number
of clusters formed in one run of simula-
tion. LEACHM formed majority of times
clusters between 3 and 5. Thus making it
energy efficient then LEACH.

Fig. 7. Cluster-head distribution in
LEACH and LEACHM

60% more data packets than LEACH and about 40% more than LEACHM. The
improvement is mainly due to the even distribution of cluster-heads in a network
and d2 power dissipation for most CHs except master-cluster-head, which dissi-
pate d4 most of the times. Figure 5 shows the simulation results for the energy
dissipation to number of data packet received. The 2-Level LEACHM transmits
60% more data packets than LEACH and 35% more data packets than LEACHM
for the same amount of energy consumed.

Finally, we compare the cluster formation in LEACH and LEACHM in Fig-
ure 6 (the comparison is only between LEACH and LEACHM because 2-Level
LEACHM has similar cluster formation as LEACHM). The results in Figure 4.4
of [10] shows that the LEACH is most energy-efficient when clusters are between
3 and 5. In Figure 6, LEACHM form clusters 60% of times between 3 and 5 when
compare to 30% in LEACH. This proves that the clusters are more uniform and
efficient in LEACHM. This is the main reason for LEACHM to perform better
than LEACH. Figure 7 shows that LEACHM has more occurrences of clusters
between 3 and 5 than LEACH. Overall results prove that LEACHM and 2-Level
LEACHM perform better than LEACH.

4.1 Sensitivity Analysis of LEACHM

In this section we analyse the sensitivity of Area of Interest (AOI) in LEACHM.
From Equation 4.22 of [10] the expected distance between nodes to a cluster-head
is given by:

E[d2
toCH ] =

1
2π

M2

k
(5)

In the above equation the distance between the cluster-head and nodes varies
with the number of cluster-heads (k). From Figure 4.4 in [10], the energy is least
dissipated when number of clusters are between 3 and 5. Therefore, we vary
the number of clusters from 3 to 5 to find how LEACHM works. We conduct
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Fig. 8. Sensitivity of LEACHM for number of clusters

this experiments by simulating LEACHM with area of interest (AOI) of 18m
for 5 clusters, 20m for 4 clusters and 23m for 3 clusters. All the AOIs can be
calculated by substituting number of clusters to k in Equation 5. The result
given in Figure 8 shows that network with clusterheads of 20m radius transmit
more data to the base station.

5 Conclusion

The main focus of this paper was to improve the performance of LEACH. Based
on the performance criteria considered the improvement is about 60%. The im-
provement was possible due to the even distribution of clusters in the setup
phase and in the steady phase, instead of every cluster-heads transmitting data
to base station, only master-cluster-head transmits aggregated data of all CHs.
This reduces the transmission energy and further improves the performance of
the protocol.
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